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through the Strategic Program for the Development of Robotic Technology for Offshore

Exploration of the Colombian Sea Bottoms, project 1210-531-30550, contract 0265 –

2013.



TABLE OF CONTENTS

Pág.

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.1. Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.2. Navigation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.3. Control System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2. 6-DOF MATHEMATICAL MODEL . . . . . . . . . . . . . . . . . . . . . 23

2.1. Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1.1. Coordinate frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.2. Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2. Rigid Body Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3. Hydrodynamic Forces and Moments . . . . . . . . . . . . . . . . . . . . 30

2.3.1. Added mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.2. Hydrodynamic damping . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.3. Restoring forces and moments . . . . . . . . . . . . . . . . . . . . . . . 33

2.4. Thruster Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.5. Ocean Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3. NONLINEAR MODEL BASED OBSERVER . . . . . . . . . . . . . . . . 39

3.1. Statistics and Stochastic systems . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1. Gaussian probability distribution . . . . . . . . . . . . . . . . . . . . . 40



3.1.2. Some statistics definitions . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2. Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3. Extended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4. EKF for the ROV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4. CONTROL ALGORITHMS . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1. Thruster Allocation problem . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2. Multivariable PID-control . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3. Linear Quadratic Regulator (LQR) . . . . . . . . . . . . . . . . . . . . . 57

5. SIMULATION AND RESULTS . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1. Description of the vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2. Dynamic simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.3. Thruster simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.4. Navigation system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.5. Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.5.1. PID and PID with gravity compensation . . . . . . . . . . . . . . . . . 67

5.5.2. LQR controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

A. Papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

B. Master Thesis Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98



C. Intellectual Property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139



LIST OF FIGURES

Pág.

1 Underwater vehicles categories . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Control structure for an underwater vehicle. . . . . . . . . . . . . . . . . . 18

3 Coordinate frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Center of gravity and center of buoyancy . . . . . . . . . . . . . . . . . . . 34

5 Propulsion system scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6 Propulsion system configuration for Visor3 . . . . . . . . . . . . . . . . . . 36

7 Gaussian probability distribution . . . . . . . . . . . . . . . . . . . . . . . 41

8 Kalman filter structure with the dynamic system and the observation model 47

9 Extended Kalman filter structure with the dynamic system and the obser-

vation model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

10 Open-loop control system implemented in Visor3 . . . . . . . . . . . . . . 52

11 Thrusters positions in Visor3 . . . . . . . . . . . . . . . . . . . . . . . . . 53

12 Closed-loop control system to be implemented in Visor3 . . . . . . . . . . 54

13 Change of voltage according to ui in the thruster allocation problem . . . . 56

14 Closed-loop control system implemented in Visor3 . . . . . . . . . . . . . . 58

15 State feedback control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

16 State feedback control with integral action and open loop gain . . . . . . . 60

17 Dynamic vehicle simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 63



18 Velocity transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

19 Time response for a MAXON DC motor . . . . . . . . . . . . . . . . . . . 64

20 Motor driver block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

21 Measure of the thruster position. . . . . . . . . . . . . . . . . . . . . . . . 65

22 EKF Simulink R© implementation. . . . . . . . . . . . . . . . . . . . . . . . 67

23 Position estimation in Earth-fixed frame. . . . . . . . . . . . . . . . . . . . 68

24 Velocity estimation in body-fixed frame. . . . . . . . . . . . . . . . . . . . 69

25 Error in position estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . 70

26 Error in velocity estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . 71

27 PID controllers with and without compensation, for planar motion control 73

28 Control signal for each thruster, for planar motion control . . . . . . . . . 74

29 PID controllers with and without compensation, for depth control . . . . . 75

30 Control signal for each thruster, for depth control . . . . . . . . . . . . . . 76

31 PID controllers with and without compensation, for planar motion control

with perturbation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

32 Control signal for each thruster, for planar motion control with perturbation 78

33 LQR controller performance . . . . . . . . . . . . . . . . . . . . . . . . . . 79

34 Control signal for each thruster in LQR controller. . . . . . . . . . . . . . 80



LIST OF TABLES

Pág.

1 SNAME notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2 MAXON Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 ROV Visor3 parameters for simulation . . . . . . . . . . . . . . . . . . . . 62

4 Thruster Visor3 parameters for simulation . . . . . . . . . . . . . . . . . . 65

5 Thruster allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66



GLOSSARY

AUV: an Autonomous Underwater Vehicle is a robotic device that is driven through

the water by a propulsion system, controlled and piloted by an on-board computer, and

maneuverable in three dimensions. This type of vehicle works under most environmental

conditions, and they use to follow precise preprogrammed trajectories wherever and

whenever required [1].

EKF: an Extended Kalman Filter implements a Kalman filter for a system dynamics

that results from the linearization of the original non-linear filter dynamics around the

previous state estimates [2].

GNC: Guidance, Navigation and Control.

KF: Kalman Filter is an estimator for the linear quadratic problem. The problem

of estimating the instantaneous “state” of a linear dynamic system perturbed with

white noise, by using measurements linearly related to the state but corrupted by white

noise [3].

PID: it is a control algorithm, based on a proportional, integral and derivative actions.

It is the most commonly used controller in industry.

ROV: Remotely Operated Vehicle. The motion of the vehicle can be controlled via

autonomous logic direction or remote operator control depending on the vehicle’s ca-

pability and the operator’s ability [4].

UKF: the Unscented Kalman Filter belongs to a bigger class of filters called Sigma-

Point Kalman Filters or Linear Regression Kalman Filters, which use the statistical

linearization technique. This technique is used to linearize a nonlinear function of a

random variable through a linear regression between n points drawn from the prior

distribution of the random variable. The technique tends to be more accurate than the

Taylor series linearization [5].

UUV: Unmanned Underwater Vehicle is defined as a self-propelled submersible whose

operation is done fully autonomous (preprogrammed or real-time adaptive mission con-



trol) or under minimal supervisory control and is untethered except, possibly, for data

links such as a fiber-optic cable [4].



ABSTRACT

This work addresses the development of the simulation of the control system for the un-

derwater remotely operated vehicle Visor3 using a nonlinear model of the vehicle. The

6-DOF (degrees of freedom) mathematical model of Visor3 is presented using two coor-

dinated systems: Earth-fixed and body-fixed frames, and takes into account the inertia

forces, centripetal and Coriolis forces and gravitational forces, and was implemented in

Simulink R©. Visor3 parameters were obtained using CAD models (Solid-Edge R© soft-

ware) and CFD simulation (ANSYS R© software), within a work that was developed by

a person in the Jóvenes Investigadores program.

The guidance, navigation and control structure (GNC) is divided into three layers: the

high level or the mission planner; the mid level or the path planner; and the low level

formed by the control, navigation system and sensors. This thesis addresses only the

problem of the simulation of the low level control. A nonlinear model based observer is

proposed for the navigation system. This observer was developed using the extended

Kalman filter (EKF) which uses the linearization of the model to estimate the current

state. The behavior of the observer is verified through simulation using Simulink R©.

The navigation system is a fundamental part of the closed-loop control system that will

allow Visor3’s operators to take advantage of more advanced vehicle’s capabilities during

inspection tasks of port facilities, hydroelectric dams, and oceanographic research.

The main objective of the control algorithm is to execute the commands given by the

operator in the surface station. These commands can be, for instance, a set-point for

the vehicle’s velocity or a trajectory that is to be tracked with a fixed attitude. Two

operation modes were defined: planar motion control, which consist in depth regulation

while the ROV is moving within the horizontal plane; and depth control in which the

control system must maintain the same position in x-y while the vehicle is going up and

down. To accomplish these tasks, three control algorithms were proposed: a multi-loop

PID, PID with gravity compensation and LQR controller. These controllers and the

nonlinear observer were tested using the 6-DOF matematical model of Visor3; four of

these DOF are controllable in Visor3: surge, sway, heave, and yaw. Finally, in order to

accomplish the force commanded by the control algorithm, it is necessary to determine

the commands for each thruster through the thruster allocation matrix.



KEYWORDS:

Robot navigation, Navigation systems, Kalman filters, PID multi-loop control, LQR

control, Thruster allocation.



1. INTRODUCTION

Due to the growing interest around the world to explore the sea bottom, several re-

searchers have focused their efforts on the construction of underwater vehicles that

allow one to explore the ocean from a surface station. Underwater vehicles are divided

into two categories: manned underwater vehicles and unmanned underwater vehicles

(UUVs). The UUVs are all kinds of underwater vehicles that are able to operate with-

out a human inside of them. UUVs are designed to accomplish different tasks such as

observation, exploration and mapping of the sea bottom [6]; sampling; object manipula-

tion [7]; monitoring and maintenance of structures and pipelines; and other underwater

engineering operations [8].

There are two kinds of UUVs (see Figure 1.): remotely operated underwater vehicles

(ROVs), which are remotely controlled from a surface vessel and by a human operator;

therefore, there is a physical connection (data and power) between the vehicle and the

surface [4]; and the autonomous underwater vehicles (AUVs), which are self-propelled

vehicles that are typically deployed from a surface vessel, and can operate independently

for periods that vary from a few hours to several days [8].

MANNED UNDERWATER

VEHICLES

UNDERWATER 

VEHICLES

UNMANNED UNDERWATER

VEHICLES

AUTONOMOUS UNDERWATER

VEHICLES (AUVs)

REMOTELY OPERATED

VEHICLES (ROVs)

Figure 1. Underwater vehicles categories

Regardless, if they are operated by cable (ROVs) or autonomous (AUVs), it is necessary

to develop control strategies to achieve the desired movements [9, 10]. When precise

control is needed to follow a certain path, commands provided by a human operator

17



are not enough. When a vehicle is moving under the water, it is affected by viscous

hydrodynamics and inertial forces [11, 12].

The guidance, navigation, and control (GNC) system for an underwater vehicle can

have different degrees of sophistication, depending on the type of operation that is to

be performed, and the autonomy levels that need to be achieved [10, 9]. One of the

important vehicle design parameters is the number of degrees of freedom needed to

perform the planned operations, because they represent the number of independent

movements that the vehicle can achieve in the three-dimensional space. Additionally,

the tasks that are to be performed determine the instrumentation (sensors, actuators,

complementary systems, among others) required to control the vehicle. The desired

level of autonomy, will determine what kind of algorithms are necessary to control the

variables of interest, which are normally given by the position, attitude (orientation)

and vehicle speed with respect to an inertial reference system located at the surface [13].

Figure 2 shows a three-level hierarchical GNC structure for a underwater vehicle; this

kind of structure is useful to control and stabilize the vehicle [14].

Position

Velocity

Attitude

Mission

Waypoints

Setpoints

PATH

PLANNING

MISSION

PLANNING

CONTROL VEHICLE
NAVIGATION

SYSTEM

SENSORS

MID LEVEL

HIGH LEVEL

LOW LEVEL

Figure 2. Control structure for an underwater vehicle.

The Automation and Design (A+D) Group from the Universidad Pontificia Bolivariana

has developed an ROV called Visor3; used for surveillance and maintenance of ship and

underwater structures of Colombian port facilities and oceanographic research. The

mechanical/naval design was performed through an iterative process by using com-

putational tools CAD/CAE/CFD [15]. Visor3 has a 3-layer hardware architecture:
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instrumentation, communications and control [16]. Although much work has been done

in mechanics and electronics, a closed-loop control system was not developed for the

ROV Visor3, so the capabilities of the vehicle are still completely dependent on the

pilot skills.

1.1. MATHEMATICAL MODEL

The design of some controllers is based in the mathematical model of the system. Having

accurate models for prediction and control is desirable, however, this is not a simple task

due to the highly non-linear behavior that appears in the fluid-vehicle interaction [17].

This mathematical model that represents the dynamic behavior is highly dependent

on the hydrodynamic parameters caused by interaction with the environment in which

the vehicle moves [18]. These parameters are important for the design of the control

system, and it is possible to find in the literature several works that show different

methodologies for the determination and identification of the mathematical model. Chin

et al. [19] developed a computational toolbox for the analysis and design of an ROV

which can simulate the behavior of the vehicle and the control system. Tiano et al. [20]

used a Kalman Filter based method for the experimental evaluation of the dynamic

behavior of an AUV. Chen [21] developed a system to identify ROVs parameters using

a vision system for measurements, which is useful when there is no access to data

for experimental modelling. Avila and Adamowski [22] developed an experimental

identification system of hydrodynamic coefficients using the onboard sensors and signals

from the thrusters of an ROV .

In order to improve the performance of the mathematical model, several works consider

the dynamics and the configuration of thrusters. Akmal et al. [23] presented a model of

forces and moments produced by four x-shape arranged thrusters over an ROV, which

allow the vehicle to move in three DOFs (surge, sway and yaw).
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1.2. NAVIGATION SYSTEM

One of the main elements located on the lower level of the control structure is the

navigation system. It allows one to estimate the position, velocity, and attitude of the

vehicle with respect to an inertial system located in the surface control station, from

measurements made with different sensors (IMU, magnetometer, depth, DVL, USBL,

among others). Given the characteristics of water, the development of underwater

localization systems is not trivial and presents a number of challenges [24]. Therefore,

for certain operating depths, knowing the vehicle’s position is not a simple issue, and this

should be taken into account from the design stage in order to achieve a synchronized

operation between the surface station (usually located on a ship) and the underwater

vehicle. The need to implement location systems for ROVs was born in 1963, with the

loss and difficulty to find the USS Thresher submarine, which sank to 2560 m deep,

and with the loss of an atomic bomb at the coast of Spain in 1966 [4]. Important

information about determining the location of underwater vehicles can be found in

[24, 25, 26, 27, 28].

The Kalman Filter is an estimator, statistically optimal with respect to a quadratic error

function, which allows one to determine the state of the vehicle [3]. Armstrong et al. [29]

presented an Extended Kalman Filter (EKF) used for navigation of an AUV. The AUV

contains a magnetic compass and angular velocity sensor which exhibit disturbances and

drift. To solve this problem, the EKF algorithm fuses information from sensors in order

to produce a more accurate estimate of heading and learns a heading bias. This heading

bias can correct a poorly calibrated magnetic heading sensor, and the angular velocity

improves heading estimation. The test for the approach was a simulation of an artificial

compass bias. A permanent magnet was placed to create magnetic field disturbances

for compass, causing a deflection of 3-5 degrees. Several Kalman filter based navigation

systems have been developed for years, see for reference [30, 31, 32, 33, 34, 35, 36, 37, 38].

Another method commonly used when the system is highly nonlinear and there are

uncertainties in the model, is the H∞ filtering algorithm. Different from the EKF, the

design criteria for the H∞ filter is an uniformly small estimation error for any kind

of noise. H∞ filtering has strong robustness, so it can ensure navigation accuracy,

improve the system reliability, and prevent filtering divergence [39]. Batista et al.

[40] presented a set of optimal filtering results for a class of kinematic systems with
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particular application to the estimation of linear quantities in Integrated Navigation

Systems for mobile platforms. The design was based on the Kalman or H∞ filtering

steady state solutions for an equivalent LTI system and allows one to use frequency

weights to achieve disturbance rejection and attenuation of noise from sensors on the

state estimates.

1.3. CONTROL SYSTEM

The control system is another component of the lower level of the control structure.

It contains a set of algorithms that stabilize the state of the vehicle, so it can follow

the commands generated at the path planning system. The control of an underwater

vehicle is complex because there are highly nonlinear hydrodynamic effects resulting

from the interaction with the environment that can not be quantified [41]. Cohan [42]

states that the development of control systems for ROVs is a current and promising

topic for future developments; this can be verified with the number of papers that can

be found in literature.

Caccia and Veruggio [31] implemented and tested a guidance and control system for

underwater vehicles using programmed controllers to regulate speed at the low level

in a hierarchical three-level structure. Do et al. [43] developed a robust adaptive

control strategy to ensure that a six-degree-of-freedom vehicle follows a prescribed path

using four actuators. Van de Ven et al. [44] presented a qualitative assessment of

the performance of control strategies using neural networks, indicating the advantages,

disadvantages and application recommendations. Hoang and Kreuzer [45] designed an

adaptive PD controller for dynamic positioning of ROVs when the mission is executed

in places near submerged structures and requires great execution precision. Bessa et

al. [46] used sliding mode controllers, combined with fuzzy adaptive algorithms for

controlling depth in ROVs. Alvarez et al. [47] developed a robust PID controller for

controlling an AUV used in oceanographic sampling work. Subudhi et al. [48] presented

the design of a feedback controller for tracking paths in vertical planes. Ishaque et al.

[49] presented a simplification of the conventional fuzzy controller for an underwater

vehicle. Herman [50] presented a decoupled PD set-point controller which is expressed

in terms of quasi-velocities for underwater vehicles. Petrich and Stilwell [51] presented

21



a robust control for an autonomous underwater vehicle that suppresses pitch and yaw

coupling.
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2. 6-DOF MATHEMATICAL MODEL

The behavior of the vehicle can be represented through the equations of motion. The

main objective is to know the system dynamics in order to design controllers that

allow one to modify the behavior of some variables of interest. This chapter state the

mathematical model for Visor3, including effects like interaction with the fluid and

gravitational forces.

2.1. KINEMATICS

Kinematics is the study of motion (without including forces) that is described by po-

sition, displacement, rotation, speed, velocity, and acceleration. In kinematics it is

assumed that all bodies under analysis are rigid bodies, i.e., their deformation during

the motion is negligible, and does not affect the behavior of the body, and the only

change considered is in the position. For marine vehicles the motion components are

defined according to the SNAME notation [52] as seen in Table 1.

Table 1. SNAME notation [52]

DOF Forces and Moments
Linear and an-

gular velocity

Position and

Euler angles

Surge X u x

Sway Y v y

Heavy Z w z

Roll K p φ

Pitch M q θ

Yaw N r ψ

23



2.1.1. Coordinate frames

To analyze the motion of Visor3 in a three-dimensional space, two coordinate frames

are defined: an inertial frame known as the Earth-fixed frame, where the motion of the

vehicle is described, and the body-fixed frame, which is conveniently fixed to the vehicle

and moves with it, Figure. 3. The position and orientation of the vehicle are described

relative to the Earth-fixed frame as

η =
[
x y z φ θ ψ

]T

, (1)

where p = [x y z]T is the position and Θ = [φ θ ψ]T the orientation. The linear and

angular velocities of the vehicle relative to the body-fixed frame are

ν =
[
u v w p q r

]T

, (2)

where v = [u v w]T and ω = [p q r]T are the linear and angular velocities, respectively.

The forces and moments of the vehicle relative to the body-fixed frame are

τ =
[
X Y Z K M N

]T

, (3)

X0

w (heave)

u (s
urge)

v (sway)

r (yaw)

O
X

Z

YY0

Z0

Earth-fixed

Body-fixedp (roll)

q (pitch)

r0

Figure 3. Coordinate frames.
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where τ1 = [X Y Z]T and τ2 = [K M N ]T are the forces and moments acting in the

vehicle respectively. The frames used in this work are denoted as:

• EARTH {n}: Earth-fixed frame with axes {n} = [xn yn zn].

• BODY {b}: body-fixed frame with axes {b} = [xb yb zb].

It is common to find a third frame known as measurement frame {m}. The {m} frame

denotes the measurement of each instrument in the vehicle and it moves together with

the vehicle. All measurements are assumed that are made in the body-fixed frame for

this work.

2.1.2. Transformations

To obtain a vector from frame {a} described in the components of frame {b}, a linear

transformation must be applied. The rotation matrix R ∈ R3x3 between two frames

{a} and {b} is denoted by Ra
b and satisfies

RTR = RRT = I, det R = 1, (4)

which implies that R is orthogonal. The principal rotation matrices are described by

Rx,φ =




1 0 0

0 cφ −sφ

0 sφ cφ


 , (5)

Ry,θ =




cθ 0 sθ

0 1 0

−sθ 0 cθ


 , (6)

Rz,ψ =




cψ −sψ 0

sψ cψ 0

0 0 1


 , (7)

where s· = sin(·), c· = cos(·) and t· = tan(·). Rx,φ denotes a rotation angle of φ about

x-axis.

• Linear velocity transformation: To obtain the linear velocity in the Earth-fixed

frame {n} from the linear velocity in the body-fixed frame {b}, the three rotations

described in (5), (6) and (7) must be applied in order. First, the coordinate system
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rotates an angle ψ around the Z-axis. Then, this new system rotates an angle θ

around the Y -axis. Finally, the coordinate system rotates an angle φ around the

X-axis. The rotation matrix is given by

Rn
b (Θnb) = Rz,ψRy,θRx,φ, (8)

Rn
b (Θnb) =




cψ −sψ 0

sψ cψ 0

0 0 1







cθ 0 sθ

0 1 0

−sθ 0 cθ







1 0 0

0 cφ −sφ

0 sφ cφ


 , (9)

Rn
b (Θnb) =




cψcθ −sψcφ+ cψsθsφ sψsφ+ cψsθcφ

sψcθ cψcφ+ sψsθsφ −cψsφ+ sψsθcφ

−sθ cθsφ cθcφ


 . (10)

Finally, the vehicle’s motion relative to the Earth-fixed frame is given by the ve-

locity transformation as

ṗnb/n = Rn
b (Θnb)v

b
b/n, (11)

where pnb/n is the position of {b} with respect to {n} expressed in {n} and vbb/n
is the linear velocity of the frame {b} with respect to {n} expressed in {n}. The

inverse velocity transformation can be written

vbb/n = Rn
b (Θnb)

−1 ṗnb/n. (12)

• Angular velocity transformation: The angular rate vector Θ̇nb = [φ̇ θ̇ ψ̇]T can

be obtained from the body angular velocity vector ωbb/n = [p q r]T by applying the

next linear transformation

ωbb/n =



φ̇

0

0


+RT

x,φ




0

θ̇

0


+RT

x,φR
T
y,θ




0

0

ψ̇


 , (13)

ωbb/n =



φ̇

0

0


+




1 0 0

0 cφ sφ

0 −sφ cφ







0

θ̇

0


+




1 0 0

0 cφ sφ

0 −sφ cφ







cθ 0 −sθ

0 1 0

sθ 0 cθ







0

0

ψ̇


 ,

(14)

ωbb/n =




φ̇− ψ̇sθ

θ̇cφ+ ψ̇cθsφ

ψ̇cθcφ− θ̇sφ


 , (15)
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ωbb/n =




1 0 −sθ

0 cφ cθsφ

0 −sφ cθcφ






φ̇

θ̇

ψ̇


 , (16)

ωbb/n = T−1
Θ (Θnb) Θ̇nb. (17)

The inverse angular velocity transformation can be written as

Θ̇nb = TΘ (Θnb)ω
b
b/n, (18)

where

TΘ (Θnb) =




1 sφtθ cφtθ

0 cφ −sφ

0 sφ
cθ

cφ
cθ


 , θ 6= ±90◦ (19)

The angular velocity transformation TΘ (Θnb) has a singularity in θ 6= ±90◦. Other form

to express the kinematic equations of motion could be, using Euler angle representation

with different singularities or using a quaternion representation [13]. More details in

quaternion representation can be seen in [53]. A compilation of the kinematics equation

of motion can be summarized as
[
ṗnb/n
Θ̇nb

]
=

[
Rn
b (Θnb) 03x3

03x3 TΘ (Θnb)

][
vbb/n
ωbb/n

]
, (20)

η̇ = JΘ (η)ν. (21)

2.2. RIGID BODY DYNAMICS

The mathematical model that describes the 6-DOF differential nonlinear equation of

motion for an underwater vehicle, stated in [13], is given by

Mν̇ +C (ν)ν +D (ν)ν + g (η) = τ , (22)

η̇ = JΘ (η)ν, (23)

where M ∈ R6x6 is the inertia matrix, which comprises the mass of the rigid body

and the added mass, M = MRB + MA; C ∈ R6x6 is the Coriolis and centripetal

matrix, which includes the term due to rigid body and the term due to the added mass,
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C = CRB + CA; D ∈ R6x6 is the damping matrix; g ∈ R6x1 is the gravitational and

moments vector; τ ∈ R6x1 is the force vector; and JΘ ∈ R6x6 is the rotation matrix

from the body-fixed frame to the Earth-fixed frame. The last terms are explained in

the following sections.

Applying Newtonian laws, the rigid body equation of motion for the vehicle is

MRBv̇ +CRB (v)v = τRB. (24)

In (24) the rigid body inertia matrix MRB can be expressed as

MRB =

[
mI3x3 −mS

(
rbg
)

mS
(
rbg
)

Ib

]
, (25)

where m is the mass of the vehicle, I3x3 the identity matrix, Ib the inertia tensor with

respect to an arbitrary fixed body frame given by

Ib =




Ix −Ixy −Ixz
−Iyx Iy −Iyz
−Izx −Izy Iz


 . (26)

In (26) Ix, Iy, and Iz are the inertia moments around the xb, yb, and zb axes; and

Ixy = Iyx, Ixz = Izx and Iyz = Izy are the products of inertia. rbg = [xg yg zg]
T is the

gravity vector with respect to the body-fixed frame {b} and S(·) a skew symmetric

matrix with λ = [λ1 λ2 λ3] and defined by

S (λ) =




0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0


 . (27)

Using (26) and (27) in (25), and expanding the expression, yields

MRB =




m 0 0 0 mzg −myg
0 m 0 −mzg 0 mxg

0 0 m myg −mxg 0

0 −mzg myg Ix −Ixy −Ixz
mzg 0 −mxg −Iyx Iy −Iyz
−myg mxg 0 −Izx −Izy Iz




. (28)

According to [13], the rigid body inertia matrix (28) is unique and satisfies

MRB = MT
RB > 0, ṀRB = 06x6. (29)

28



The rigid body centripetal and Coriolis matrix can be parametrized in the form of a

skew symmetric matrix

CRB (ν) =

[
CRB11 CRB12

CRB21 CRB22

]
, (30)

where

CRB11 = 03×3, (31)

CRB12 = −mS (ν1)−mS (ν2)S
(
rbg
)
, (32)

CRB21 = −mS (ν1) +mS (ν2)S
(
rbg
)
, (33)

CRB22 = −S (Ib)ν2, (34)

ν1 = vbb/n = [u v w]T, (35)

ν2 = ωbb/n = [p q r]T. (36)

Therefore, CRB (ν) can be written as

CRB (ν) =




0 0 0

0 0 0

0 0 0

−m (ygq + zgr) m (ygp+ w) m (zgp− v)

m (xgq − w) −m (zgr + xgp) m (zgq + u)

m (xgr + v) m (ygr − u) −m (xgp+ ygq)

m (ygq + zgr) −m (xgq − w) −m (xgr + v)

−m (ygp+ w) m (zgr + xgp) −m (ygr − u)

−m (zgp− v) −m (zgq + u) m (xgp+ ygq)

0 −Iyzq − Ixzp+ Izr Iyzr + Ixyp− Iyq
Iyzq + Ixzp− Izr 0 −Ixzr − Ixyq + Ixp

−Iyzr − Ixyp+ Iyq Ixzr + Ixyq − Ixp 0




. (37)

Using (28) and (37) in (24), the general 6-DOF rigid body equations of motion can be
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written as

X =m
[
u̇− vr + wq − xg

(
q2 + r2

)
+ yg (pq − ṙ) + zg (pr + q̇)

]
, (38)

Y =m
[
v̇ − wp+ ur − yg

(
r2 + p2

)
+ zg (qr − ṗ) + xg (qp+ ṙ)

]
, (39)

Z =m
[
ẇ − uq + vp− zg

(
p2 + q2

)
+ xg (rp− q̇) + yg (rq + ṗ)

]
, (40)

K =Ixṗ+ (Iz − Iy) qr − (ṙ + pq) Ixz +
(
r2 − q2

)
Iyz + (pr − q̇) Ixy

+m [yg (ẇ − uq + vp)− zg (v̇ − wp+ ur)] , (41)

M =Iy q̇ + (Ix − Iz) rp− (ṗ+ qr) Ixy +
(
p2 − r2

)
Izx + (qp− ṙ) Iyz

+m [zg (u̇− vr + wq)− xg (ẇ − uq + vp)] , (42)

N =Iz ṙ + (Iy − Ix) pq − (q̇ + rp) Iyz +
(
q2 − p2

)
Ixy + (rp− ṗ) Izx

+m [xg (v̇ − wp+ ur)− yg (u̇− vr + wq)] . (43)

2.3. HYDRODYNAMIC FORCES AND MOMENTS

The hydrodynamic forces and moments appear when the vehicle interacts with the

fluid. This forces and moments can be linearly superposed according to [53], and are

described as the sum of three components [13]:

• Added mass: due to the inertia of the fluid that interacts when the vehicle is

moving.

• Potential damping: appears due to the energy carried away by generated waves.

• Restoring forces: appears due to the weight and buoyancy of the vehicle.

Therefore, these three items can be expressed as

τH = −MAν̇ −CA (ν)ν −D (ν)ν − g (η) . (44)

2.3.1. Added mass

The concept of added mass appears when a vehicle must displace some volume of the

fluid as it moves through it. This term can be derived using an energy approach. The

added mass is not a finite mass of water attached to the vehicles body, since it varies
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with the shape and volume of the vehicle as well as its rate of change. The added mass

due to the inertia of the surrounding fluid is given by

MA =

[
A11

3x3 A12
3x3

A21
3x3 A22

3x3

]

= −




Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ

Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ

Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ




, (45)

where the hydrodynamic parameter Xv̇ denotes the force along the x-axis due to an

acceleration v̇ in the y direction given as

Xv̇ ,
∂X

∂v̇
. (46)

Finding the 36 elements of MA is a difficult task, but this can be simplified exploiting

symmetry properties of the vehicle. It has been proven that the parameters obtained

from ideal theory are very similar to the parameters obtained with a real fluid [53].

Additionally, for completely submerged vehicles that move with low speed, the added

inertia mass matrix is positive definite:

MA = MT
A > 0 (47)

The inertia tensor obtained through CAD model, is given by

I =




2.9 −7.0× 10−3 −2.1× 10−3

−7.0× 10−3 2.5 −7.2× 10−3

−2.1× 10−3 −7.2× 10−3 3.0


 . (48)

For this work, Visor3 is assumed to have symmetry about xy, xz and yz planes, due to

the Ixy, Ixz, and Iyz are approximately zero. Therefore, the added mass matrix can be

computed as

MA = −diag {Xu̇, Yv̇, Zẇ, Kṗ,Mq̇, Nṙ} . (49)

The hydrodynamic centripetal and Coriolis matrix can also be parametrized as

CA (ν) =

[
03x3 −S (A11ν1 +A12ν2)

−S (A11ν1 +A12ν2) −S (A21ν1 +A22ν2)

]
. (50)
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Substituting (35), (36) and (45) into (50), allows one to describe CA (ν) as

CA (ν) =




0 0 0 0 −a3 a2

0 0 0 a3 0 −a1

0 0 0 −a2 a1 0

0 −a3 a2 0 −b3 b2

a3 0 −a1 b3 0 −b1

−a2 a1 0 −b2 b1 0




, (51)

where

a1 = Xu̇u+Xv̇v +Xẇw +Xṗp+Xq̇q +Xṙr, (52)

a2 = Xv̇u+ Yv̇v + Yẇw + Yṗp+ Yq̇q + Yṙr, (53)

a3 = Xẇu+ Yẇv + Zẇw + Zṗp+ Zq̇q + Zṙr, (54)

b1 = Xṗu+ Yṗv + Zṗw +Kṗp+Kq̇q +Kṙr, (55)

b2 = Xq̇u+ Yq̇v + Zq̇w +Kq̇p+Mq̇q +Mṙr, (56)

b3 = Xṙu+ Yṙv + Zṙw +Kṙp+Mṙq +Nṙr. (57)

Visor3’s Coriolis and centripetal force due to the added mass can be found by substi-

tuting (49) into (51), which yields

CA (ν) =




0 0 0 0 −Zẇw −Yv̇v
0 0 0 Zẇw 0 −Xu̇u

0 0 0 −Yv̇v Xu̇u 0

0 −Zẇw Yv̇v 0 −Nṙr Mq̇q

Zẇw 0 −Xu̇u Nṙr 0 −Kṗp

−Yv̇v Xu̇u 0 −Mq̇q Kṗp 0




. (58)

2.3.2. Hydrodynamic damping

According to [13] the hydrodynamic damping is mainly caused by:

• Potential damping due to forced body oscillations mainly caused by the waves.

• Linear skin friction due to the laminar boundary layers when the vehicle is moving

at low speed.

• Quadratic skin friction due to the turbulent boundary layers.
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• Wave drift damping, that is the resistance to advance due to waves.

• Damping due to the vortex shedding.

For underwater vehicles damping is mainly caused by skin friction and vortex shedding.

One approximation commonly used [13, 53, 54] is a linear and quadratic damping term

given as

D (ν) =− diag {Xu, Yv, Zw, Kp,Mq, Nr} (59)

− diag
{
Xu|u| |u| , Yv|v| |v| , Zw|w| |w| , Kp|p| |p| ,

Mq|q| |q| , Nr|r| |r|
}
.

2.3.3. Restoring forces and moments

The gravitational force f bg acts through the center of gravity of the vehicle, defined by

the vector rbg = [xg yg zg]
T. The buoyant force f bb acts through the center of buoyancy

of the vehicle, defined by the vector rbb = [xb yb zb]
T. The force vectors that act on the

vehicle (see Figure 4) expressed in the {n} frame are

fng =




0

0

W


 , and fnb = −




0

0

B


 . (60)

These two forces can be obtained in the body-fixed frame {b} by applying the rotation

matrix and expressed by

f bg = Rn
b (Θnb)

−1 fng , (61)

f bb = Rn
b (Θnb)

−1 fnb . (62)

Using the previous result, the restoring forces can be calculated as
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Figure 4. Center of gravity and center of buoyancy.

g (η) =−
[

f bg + f bb
rbg × f bg + rbb × f bb

]
(63)

=−
[

Rn
b (Θnb)

−1 (fng + fnb
)

rbg ×Rn
b (Θnb)

−1 fng + rbb ×Rn
b (Θnb)

−1 fnb

]
(64)

=




(W −B) sin θ

− (W −B) cos θ sinφ

− (W −B) cos θ cosφ

− (ygW − ybB) cos θ cosφ+ (zgW − zbB) cos θ sinφ

(zgW − zbB) sin θ + (xgW − xbB) cos θ cosφ

− (xgW − xbB) cos θ sinφ− (ygW − ybB) sin θ




, (65)

where W = mg is the weight of the vehicle. B = ρg∇ is the buoyancy, where ρ is

the density of the fluid, g is the acceleration of the gravity, and ∇ the volume of fluid

displaced by the vehicle.
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2.4. THRUSTER MODEL

The propulsion system is defined as the set of parts which enable the ROV to move.

The system takes energy given by the power source and then transforms it into me-

chanical energy that moves the propeller and impulse the vehicle. According to [55] the

propulsion system is divided into four main parts (see Figure 6): the low-level thruster

controller which regulates the power given to the motor in order to maintain the veloc-

ity in the shaft; the motor dynamics which transforms the electricity into mechanical

energy; shaft dynamics which transmits the torque given by the motor to the propeller;

and finally the propeller transforms the torque given by the shaft into thrust.

Low level
thruster
controller

Motor
dynamics

Shaft
dynamics

Propeller
hydro-

dynamics

Ocean
Current

ThrustThrust
set-point

Tr Vm Qm n Tp

Load Torque

Qp

Figure 5. Propulsion system scheme [55].

Different types of propellers exist, but there are two main types: fixed pitch propellers

(FPP) and controllable pitch propellers (CPP). FPP can be only controlled through

the speed of the shaft, instead CPP can be controlled by speed and the angle of the

propellers blades. Additionally, the propeller can be ducted or open. In a ducted

propeller, the propeller is surrounded by a duct or nozzle, which increases the efficiency

of the propeller [55].

Visor3 has four thrusters with ducted fixed pitch propellers that allow the vehicle to

move in four independent directions, see Figure 6.

• Motor dynamics: The main objective for a DC motor is to provide speed and

torque. The torque given by the motor can be regulated through the current in

the motor winding. The relation between the voltage source and the motor speed
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sway direction

heave direction

surge direction
and yaw rotation

Figure 6. Propulsion system configuration for Visor3 [56].

is given by
di

dt
=

1

L
(u−Ri−Kvn) , (66)

dn

dt
=

1

J
(Kmi−Qp − βn) , (67)

where i is the current in the armature, L the inductance, u the voltage input, R

the rotor resistor, Kv the speed constant, n the shaft velocity, J the inertia of the

shaft, Km the torque constant, β the friction coefficient, and Qp the load torque.

Visor3 uses EC 45 DC motors from MAXON. These motors are brushless and work

at 48 VDC; Table 2 shows the parameters from motor.

Table 2. MAXON Parameters

Parameter Symbol Value

Armature resistor R 3.85 Ω

Armature inductance L 1.19× 10−3 H

Motor torque constant Km 77.10× 10−3 Nm/A

Motor velocity constant Kv 7.70× 10−2 V s/rad

Motor friction constant β 1.98× 10−5 Nm s/rad

Inertia shaft J 1.19× 10−5 kgm2

• Propeller: the propeller function is to transform rotational speed given by the

motor into thrust that allows the ROV to move through the water. The force and

moment generated by the propeller is a function of the vehicle’s velocity vector and
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the shaft velocity expressed by

τ = b (ν,n) , (68)

where b (·) is a nonlinear function describing the relationship between ν and n. A

first order approximation of the thrust T and torque Q, is given by

T = ρD4KT (J0) |n|n, (69)

Q = ρD5KQ (J0) |n|n, (70)

where ρ the water density, D the propeller diameter, KT is the thrust coefficient,

KQ the torque coefficient, J0 the advance number, and n denotes the propeller rev-

olution. According to [55], KT is a four quadrant nonlinear function that depends

on the advance number. The advance number J0 is given by

J0 =
Va
nD

, (71)

where Va is the advance speed related to the velocity of the vehicle V according to:

Va = (1− w)V. (72)

w is the wake fraction number that relates the relative velocity. For underwater

vehicles the wake fraction can be approximated to zero w ≈ 0. According to [13],

the thrust coefficient can be approximated to a linear behavior such as

KT = k1 + k2
Va
nD

. (73)

For underwater vehicles that are moving at low speed, the advance number can

be approximated to zero J ≈ 0. For this work this is assumed, hence, the thrust

coefficient is simply a constant k1 (for more details [54]).

2.5. OCEAN CURRENT

The forces generated by the ocean current are included in the model through the ocean

current velocity in the body-fixed frame. In the model this is simply included through

the relative velocity as

MRBν̇ +CRB (ν)ν +MAν̇r +CA (νr)νr +D (νr)νr + g (η) = τ . (74)
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νr ∈ R6×1 is the relative velocity vector with respect to the water and it is calculated

as

νr = ν − νc, (75)

where νc ∈ R6×1 is the ocean current velocity vector decomposed in the body frame.

For irrotational ocean currents, the velocity can be decomposed as

νc = [uc vc wc 0 0 0]T . (76)
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3. NONLINEAR MODEL BASED OBSERVER

Underwater navigation is one of the problems more studied in the navigation area,

in order to build more autonomous underwater vehicles (AUV). The difference with a

vessel navigation system, is that for underwater vehicles GPS signals do not penetrate

the surface of the water, therefore, another system must be installed to the vehicle to

improve the performance of the navigation system.

There are two main types of navigation systems: sensor navigation systems, which use

the information provided by all sensors in the system and estimate the position and

attitude of the vehicle through these measures; and the model-based navigation system

that are very efficient at filtering noise and estimating states when there is a good

knowledge of the vehicle’s dynamic parameters. However, unmodelled dynamics and

disturbances in the vehicle can cause error in the position and attitude estimation.

This chapter addresses the first approach to develop the navigation system for the ROV

Visor3 that will help operators to determine the position and attitude of the vehicle

under certain scenarios where there is no visual information from the water surface such

as in ports or dams inspection tasks. The first part presents concepts about random

processes and stochastic systems, the second part shows the structure of the Kalman

filter, then the extended Kalman filter version for nonlinear systems is presented.

3.1. STATISTICS AND STOCHASTIC SYSTEMS

The basic concept of statistics is the study of interpretation and organization of data.

From these data, statistical characteristics such as mean, variance, covariance, among

others, can be obtained. The focus of this subsection is the statistical properties of the

system and to describe its dynamics as a random process.
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3.1.1. Gaussian probability distribution

A Gaussian probability distribution is a function that expresses the probability that

a measure will fall between two limits, as the curve approaches to zero. The middle

of this two limits is known as the mean [3]. The notation used to express a Gaussian

distribution is N (x̄, σ2) and its density function described by

p (x) =
1√
2πσ

exp

[
−1

2

(x− x̄)2

σ2

]
, (77)

where

x̄ = E 〈x〉 (78)

is the expected value or the mean, and σ2 is the variance. The expected value or the

expectancy E 〈x〉 or Ex denotes the expected value of the possible values from the

random variable x. Figure 7(a) represents changes in the variance from equation (77)

and the Figure 7(b) changes in the expected value.

• Random processes (RPs): a random process is the collection of random vari-

ables that represent the evolution of some system over the time. If the random

variable is a function for each outcome of an experiment, the random process will

be formed by these outcomes over time. Theses RPs can be represented by x(t, s)

and in discrete time by x(k, s), where s is each outcome of the experiment.

3.1.2. Some statistics definitions

• Mean: is the probability weighted average of all possible values, i.e., each possible

value is multiplied by its probability, and the results are summed to obtain the

mean. The expected value can be described by

Ex (t) =

∫ ∞

−∞
x (t) p [x (t)] dx (t), (79)

or in discrete time by

Ex (k) =
∞∑

i=1

xipi. (80)

• Correlation: is the relationship between two random processes. The correlation
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Figure 7. Gaussian probability distribution. (a) change in the variance σ2. (b) change

in the expected value x̄.
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of the vector process x(t) is defined by

E
〈
x (t1)xT (t2)

〉
=




E 〈x1 (t1)x1 (t2)〉 . . . E 〈x1 (t1)xn (t2)〉
...

. . .
...

E 〈xn (t1)x1 (t2)〉 · · · E 〈xn (t1)xn (t2)〉


 , (81)

where

Exi (t1)xj (t2) =

∫ ∞

−∞

∫ ∞

−∞
xi (t1)xj (t2) p [xi (t1)xj (t2)]dxi (t1) dxj (t2) . (82)

Two random processes are orthogonal if their correlation matrix is identically to

zero.

• Covariance: the covariance is a measure of how much two random variables

change together and is defined by

E
〈

[x (t1)− Ex (t1)] [x (t2)− Ex (t2)]T
〉

= E
〈
x (t1)xT (t2)

〉
−E 〈x (t1)〉E

〈
xT (t2)

〉
.

(83)

The covariance between two RPs is called cross-covariance, and is the covariance of

each process with the other at the same time periods. When the cross-covariance

is zero for all t1 and t2, these processes are called uncorrelated. A random process

x(t) is called uncorrelated if

E
〈

[x (t1)− E 〈x (t1)〉] [x (t2)− E 〈x (t2)〉]T
〉

= Q (t1, t2) δ (t1 − t2) , (84)

where δ(t) is the Dirac delta function. A random sequence xk is called uncorrelated

if

E
〈

[xk − Ex (t1)] [x (t2)− Ex (t2)]T
〉

= Q (k, j) ∆ (k − j) , (85)

where ∆ (·) is the Kronecker delta function, defined by

∆ (k) =

{
1 if k = 0

0 otherwise.
(86)

3.2. KALMAN FILTER

The Kalman filter, also known as linear quadratic estimator (LQE), is an algorithm

that uses a series of measurements with noise, and produces estimates of the unknown
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states with more precision than those based on a single measurement. The Kalman

filter generates a statistically optimal estimate of the system state. It is optimal in the

sense that minimizes the expected value of a quadratic loss function.

The system is modelled by the state transition equation given by

xk = Φk−1xk−1 + Γk−1uk−1 +wk−1, (87)

where xk−1 is the state vector, Φk−1 is the state transition matrix, Γk−1 is the input-

coupling matrix, uk−1 is the input control vector, and wk−1 is the process noise. The

system measurements or the output can be represented by the linear equation

zk = Hkxk + vk, (88)

where zk is the measurement, Hk is the measurement sensitivity matrix, and vk is the

measurement noise. The plant (wk−1) and the measurement (vk) are assumed to be

zero-mean Gaussian white noise processes with covariance matrices Qk and Rk and

uncorrelated, given by

E 〈wk〉 = 0, (89)

E
〈
wkw

T
i

〉
= ∆ (k − i)Qk, (90)

E 〈vk〉 = 0, (91)

E
〈
vkv

T
i

〉
= ∆ (k − i)Rk. (92)

The initial value x0 is Gaussian variate with known mean and covariance matrix P0.

The objective of the Kalman filter is to find an estimate of the state vector x̂k in a finite

time k, given the measurements zi, ..., zk that minimizes the weighted mean-square error

E
〈

[xk − x̂k]T M [xk − x̂k]
〉
, (93)

where M is a square symmetric non-negative definite weighting matrix. The estimator

is unbiased, therefore, the expectation of its output is the expectation of the estimation

x̂ = E 〈x(t)|z(t)〉 . (94)

• Prediction step: The Kalman filter is executed in two steps: the prediction,

where a first approximation of the current state and covariance matrix is yielded;
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then the correction, which improves the first approximation through the measure-

ments. Then, the a priori predicted state (x̂k (−)) according to (94) is given by

x̂k (−) = E 〈xk|zi...zk〉 ,
= E 〈xk|Zk〉 . (95)

Substituting (87) into (95) yields

x̂k (−) = E 〈Φk−1xk−1 + Γk−1uk−1 +wk−1|Zk〉 ,
= E 〈Φk−1xk−1|Zk〉+ E 〈Γk−1uk−1|Zk〉+ E 〈wk−1|Zk〉 ,
= Φk−1E 〈xk−1|Zk〉+ Γk−1uk−1,

= Φk−1x̂k−1 (+) + Γk−1uk−1, (96)

where x̂k (+) is the a posteriori estimate of the state given by the measurement

vector. The input is known all the time, therefore, the expected value of the input

is the same input. The expected value of the plant noise is zero according to (89).

To define the estimate covariance matrix, let’s define the errors as

x̃k (+) = x̂k (+)− xk, (97)

x̃k (−) = x̂k (−)− xk, (98)

z̃k = ẑk (−)− zk
= Hkx̂k (−)− zk. (99)

Using the results obtained in (96) and (87), and substituting into (98) yields

x̃k (−) = Φk−1x̂k−1 (+) + Γk−1uk−1 − (Φk−1xk−1 + Γk−1uk−1 +wk−1) ,

= Φk−1 (x̂k−1 (+)− xk−1)−wk−1,

= Φk−1x̃k−1 (+)−wk−1. (100)

Using (100) and the definition of the a priori estimate covariance matrix [3], Pk (−)

can be calculated as

Pk (−) = E
[
x̃k (−) x̃T

k (−) |Zk

]

= E
[
(Φk−1x̃k−1 (+)−wk−1) (Φk−1x̃k−1 (+)−wk−1)T |Zk

]

= E
[
(Φk−1x̃k−1 (+)−wk−1)

(
x̃T
k−1 (+) ΦT

k−1 −wT
k−1

)
|Zk

]

= Φk−1E
[
x̃k−1 (+) x̃T

k−1 (+) |Zk

]
ΦT
k−1 + E

[
wk−1w

T
k−1

]

= Φk−1Pk−1 (+) ΦT
k−1 +Qk−1. (101)
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• Correction step: in the second the step, the prediction can be improved using a

new measure of the system zk, in order to correct the first approximation, i.e., the

a posteriori estimation of the state denoted by xk (+) can be found. It is assumed

that the estimate is a weighted sum of the new measure and the result obtained in

the prediction, described by the equation

x̂k (+) = K ′kx̂k (−) + K̄kzk, (102)

where K ′k and K̄k are weighted matrices. To find K ′k and K̄k that minimize the

conditional mean squared estimation error, the new estimate x̂k (+) must satisfy

the orthogonality principle [3]

E 〈[xk − x̂k (+)] |Zk〉 = 0 (103)

Using (87) and (102) in (103)

E
〈[

Φk−1xk−1 +wk−1 −
(
K ′kx̂k (−) + K̄kzk

)]
|Zk

〉
= 0,

Φk−1E 〈xk−1|Zk〉 −K ′kE 〈x̂k (−) |Zk〉 − K̄kHkΦk−1E 〈xk−1|Zk〉 − K̄kE 〈vk|Zk〉 = 0,

Φk−1E 〈xk−1|Zk〉 −K ′kE 〈x̂k (−) |Zk〉 − K̄kHkΦk−1E 〈xk−1|Zk〉 = 0,

E
〈[
xk − K̄kHkxk −K ′kxk

]
−K ′k (x̂k (−)− xk) |Zk

〉
= 0,

[
I −K ′k − K̄kHk

]
E 〈xk|Zk〉 = 0.

(104)

To satisfy (104), K ′k must be

K ′k = I − K̄kHk. (105)

With this choice of K ′k the orthogonality principle is satisfied. Substituting (105)

into (102), the a posteriori state estimation (correction of the state) is given by

x̂k (+) =
(
I − K̄kHk

)
x̂k (−) + K̄kzk,

= x̂k (−)− K̄kHkx̂k (−) + K̄kzk,

= x̂k (−) + K̄k [zk −Hkx̂k (−)] , (106)

where K̄k is known as the Kalman gain. The Kalman filter gain choice depends

on minimizing the mean square error of our loss function. The objective will be

L = min
K̄k

E
〈
x̃Tk (+) x̃k (+) |Zk

〉
,

= min
K̄k

trace
(
E
〈
x̃Tk (+) x̃k (+) |Zk

〉)
,

= min
K̄k

trace (Pk (+)) . (107)
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From Linear Algebra, for any A and a symmetric B matrix

∂

∂A

(
trace

(
ABAT

))
= 2AB. (108)

Using (108) in (107)

∂L

∂K̄k

=
∂

∂K̄k

trace (Pk (+)) = 0 (109)

Before finding K̄k, the update of the error covariance must be calculated as

Pk (+) = E
〈[
x̃k (+) x̃T

k (+)
]
|Zk

〉

=
(
I − K̄kHk

)
E
〈
x̃k (−) x̃T

k (−)
〉 (
I − K̄kHk

)T
+ K̄kE

〈
vkv

T
k

〉
K̄T

k

+ 2
(
I − K̄kHk

)
E
〈
x̃k (−)vT

k

〉
K̄T

k . (110)

Given that the states and the measurement noise are uncorrelated, and (92) and

using (101) in (110), yields

Pk (+) =
(
I − K̄kHk

)
Pk (−)

(
I − K̄kHk

)T
+ K̄kHkK̄

T
k . (111)

Substituting (111) into (109) yields

− 2
(
I − K̄kHk

)
Pk (−)HT

k + 2K̄kRk = 0; (112)

rearranging, the Kalman gain is given by

K̄k = Pk (−)HT
k

[
HkPk (−)HT

k +Rk

]−1
. (113)

The Kalman filter result can be used in (111) to reduce the expression to

Pk (+) =
(
I − K̄kHk

)
Pk (−) . (114)

• Summary: the Kalman filter algorithm can be summarized in two set of equations:

the prediction step given by

x̂k (−) = Φk−1x̂k−1 (+) + Γk−1uk−1, (115)

Pk (−) = Φk−1Pk−1 (+) ΦT
k−1 +Qk−1; (116)

and the correction step

x̂k (+) = x̂k (−) + K̄k [zk −Hkx̂k (−)] , (117)

Pk (+) =
(
I − K̄kHk

)
Pk (−) . (118)

Figure 8 shows the structure of how to construct the discrete Kalman filter.
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Figure 8. Kalman filter structure with the dynamic system and the observation model.

3.3. EXTENDED KALMAN FILTER

The objective of the Kalman filter algorithm is to estimate the unknown state of the

system through measurements and knowledge of the input applied to the system. This

concept is based on the fact that the system can be represented in a linear state space

form, however, in real life almost all problems are described by non-linear equations.

The objective is to extend the methods of linear estimation to non-linear problems.

The first solution that may appear, is the linearization of the system about a nominal

trajectory. This trajectory is a particular solution of the system, in which the state

variables take a particular value in the state space. The trajectory is a vector of values

from each state variable; it is called nominal to refer the trajectory in which the state

variables assume their expected values. For example, a nominal trajectory can be the

ROV with a fixed position and attitude η1, and zero linear and angular velocity.

A non-linear discrete system can be represented in a state space realization by

xk = gk−1 (xk−1) + Γk−1uk−1 + wk−1, (119)

zk = hk (xk) + vk, (120)

where gk−1 (·) and hk (·) are non-linear functions of the state xk. To apply the result

obtained for linear systems, a linearization process must be applied. Using a represen-

47



tation of a first-order approximation Taylor series, gk−1 (·) is of the form

Φ
[1]
k−1 =

∂gk−1 (xk−1)

∂x

∣∣∣∣
x=xnom

k−1

=




∂g1
∂x1

. . . ∂g1
∂xn

...
. . .

...
∂gn
∂x1

· · · ∂gn
∂xn




∣∣∣∣∣∣∣∣
x=xnom

k−1

, (121)

and hk (·) is given by

H
[1]
k =

∂hk (xk)

∂x

∣∣∣∣
x=xnom

k

=




∂h1
∂x1

. . . ∂h1
∂xn

...
. . .

...
∂hn
∂x1

· · · ∂hn
∂xn




∣∣∣∣∣∣∣∣
x=xnom

k

. (122)

The solution of the linearization about the nominal trajectory may diverge when devi-

ation of the actual trajectory from the nominal trajectory occurs. Another factor that

affects the performance of this approach, is that the deviation increase the significance

of the higher order terms in the Taylor series expansion. To resolve this problem, the

linearization can be about the estimated state, in spite of the nominal trajectory. The

new equivalent equations for (121) and (122), are

Φ
[1]
k−1 =

∂gk−1 (xk−1)

∂x

∣∣∣∣
x=x̂k(−)

(123)

H
[1]
k =

∂hk (xk)

∂x

∣∣∣∣
x=x̂k(−)

(124)

Figure 9 shows the structure of how to construct the discrete extended Kalman filter

(EKF).

3.4. EKF FOR THE ROV

The development of the observer needs to account for the ROV high non-linearities and

coupled dynamics. Therefore, an extended 6-DOF Kalman filter (EKF) that considers
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Figure 9. Extended Kalman filter structure with the dynamic system and the observa-

tion model.

Coriolis, damping and restoring forces has been developed. Equations (22) and (23)

can be written as a state space realization, as follows

ẋ = f (x, t) +Bu(t) + w (t) , (125)

z = h (x, t) + v (t) , (126)

where w (t) and v (t) are plant and measurement noises, respectively; they are assumed

to be zero-mean Gaussian white noise processes with covariance matrix Q(t) and R(t)

given by

E 〈w (t)〉 = 0, (127)

E
〈
w (t)wT (s)

〉
= δ (t− s)Q (t) , (128)

E 〈v (t)〉 = 0, (129)

E
〈
v (t) vT (s)

〉
= δ (t− s)R (t) . (130)

In (125), f(x, t) is a function of the state vector x = [ν η]T, and is given by

f (x, t) =

[
M−1 (−C (ν)ν −D (ν)ν − g (η))

J (η)ν

]
, (131)

and B is the input coupling matrix given by

B =

[
M−1

06x6

]
. (132)
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In (125), u(t) is the input vector given by thruster forces, and h(x, t) is the measurement

sensitivity matrix, which depends on the ROV sensors. The continuous-time model

in (125) and (126) is discretized using a 1st-order approximation Euler method as

follows

xk = gk−1 (xk−1) + Γuk−1 + wk−1, (133)

zk = hk (xk) + vk, (134)

where

gk−1 (xk−1) = xk−1 + hf (xk−1, tk−1) , (135)

Γ = hB, (136)

and h is the step time. The discretized system is given by

νk = νk−1 + hM−1 [τk−1 −C (νk−1)νk−1 (137)

−D (νk−1)νk−1 − g (ηk−1)] ,

ηk = ηk−1 + h [J (ηk−1)νk] . (138)

The objective of the EKF is to use a linearized version of the system’s model to estimate

the current state. The EKF is executed in two steps: the predictor which calculates a

approximation of the state and covariance; and the corrector which improves the initial

approximation. The predictor equations for the EKF are

x̂k (−) = gk−1 (x̂k−1 (+)) + Γuk−1, (139)

ẑk = hk (x̂k (−)) , (140)

Pk (−) = Φ
[1]
k−1Pk−1 (+) Φ

[1]T
k−1 +Qk−1. (141)

x̂k (−) is the a priori estimate of the state, x̂k (+) the a posteriori estimate of the state,

ẑk the predicted measurement, Pk (−) a priori covariance matrix, Pk (+) a posteriori

covariance matrix, and Φ
[1]
k−1 is the state transition matrix defined by the Jacobian

matrix in (123). The corrector equations for the EKF algorithm are

x̂k (+) = x̂k (−) + K̄k (zk − ẑk) , (142)

Pk (+) =
[
I − K̄kH

[1]
k

]
Pk (−) , (143)
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where K̄k is the Kalman filter gain calculated as

K̄k = Pk (−)H
[1]T
k

[
H

[1]
k Pk (−)H

[1]T
k +Rk

]−1

, (144)

where the observation matrix is defined by the Jacobian matrix in (124).

It is important to state that the EKF is not an optimal filter, due to the linearization

process of the system. Furthermore, the matrices Φ
[1]
k−1 andH

[1]
k depend on the previous

state estimation and the measurement noise. Therefore, the EKF may diverge if the

consecutive linearizations are not a good approximation of the linear model in the

whole domain. Additionally, the Kalman gain is not a static matrix, it changes in each

iteration of the algorithm
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4. CONTROL ALGORITHMS

The control system is a component of the lowest level of the control structure. It

contains a set of algorithms that stabilize the state of the vehicle, so the vehicle can

follow the commands generated at the path planning system or by the vehicle’s operator.

The control of an underwater vehicle is complex because there are highly nonlinear

hydrodynamic effects resulting from the interaction with the environment that can not

be quantified [41]. Additionally, perturbations from the environment that require robust

control laws, may appear. Problems like obtaining all the state variables of the vehicle,

can limit the design of such control algorithms.

In classical control, it is common to classify the control algorithms in two types: open-

loop and closed-loop control systems. Currently, Visor3 is driven through a joystick

that sends power commands to a main-board installed in the vehicle, which translates

to an input signal for each motor. Figure 10 shows the current open-loop control system

implemented in Visor3.

Open-loop control
system

+

+
∑Joysitck

+

ROV dynamics ROV kinematics

Thruster
Allocation

Pilot τ u B

Environmental
perturbations

M −1

C + D

g

∫ ∫Jν η

Figure 10. Open-loop control system implemented in Visor3.

The Joystick must have as many degrees of freedom as controllable DOFs the vehicle

has. Visor3 has 4 motors, that allow the vehicle to move in: surge, sway, heave and yaw
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directions. The surge direction is controlled by two thrusters (T1 and T2) on either

side of the vehicle; the sway direction by one thruster (T3) located in the middle of the

vehicle and rotated θ = π/2; the heave direction by one thruster (T4) located near to

T3 and rotated ψ = π/2; and for yaw it uses T1 and T2 with the motors operating one

forward and one reverse. Figure 11 shows the position of thrusters in Visor3.

Vertical
Thruster (T4)

Forward and Backward
Thrusters (T1 and T2)

Horizontal
Thruster (T3)

Figure 11. Thrusters positions in Visor3.

In this control scheme (the operator is the only one that give commands to the thrusters),

when no command is given to the system, the vehicle can be moved in any direction,

because of the environmental disturbances or by difference between the buoyancy and

weight. To improve the performance of the operation in the presence of environmental

disturbances, a closed-loop control system can be used. This new scheme receives com-

mands from the operator, but uses feedback to stabilize the system in the presence of

disturbances, Figure 12.

This scheme reads data from sensors, compares them with the reference, and decides

what is the best action to follow the reference. When the reference is static or do not

change in time, it is known as a problem of set-point regulation. If the reference change
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in time, i.e, the operator wants the vehicle to follow a predetermined path, it is known

as a tracking problem. Additionally, when there are uncertainties in the measurements

and unknown state variables, it is necessary to have a navigation system capable of

estimating the state variables of the vehicle.

Closed-loop control
system

+

+
∑Control

Algorithm

+

ROV dynamics ROV kinematics

Thruster
Allocation

τ u B

Environmental
perturbations

M −1

C + D

g

∫ ∫Jν η
Joysitck Filter

Pilot
∑+

Sensors

ηp ηd
−

Figure 12. Closed-loop control system to be implemented in Visor3.

4.1. THRUSTER ALLOCATION PROBLEM

When the pilot wants to move the vehicle in one direction, a command is given to the

thrusters. This force τ must be translated into a signal for the motor. The objective of

the thruster allocation is to find the distribution of the propulsion for each thruster that

can generate the needed force. The thrust vector that describe the force fi generated

by the thruster i is given by

f = [f1 f2 ... fr]
T , (145)

where r is the total number of thrusters. The total force and moment generated by the

thrusters will be

τ = Tf , (146)

where T is the thruster configuration matrix, which is a function of the thrusters posi-

tion rbti/b and heading and pitch angles, ψ and θ, respectively. This vector is referenced
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to the body-fixed frame. The thruster configuration matrix describes how the thrust of

each motor contributes to the force or moment of each direction. T is given by

T = [t1, t2, ... tr], (147)

where ti is the column vector of the i-th thruster, computed as

ti =

[
I3×3

−ST
(
rbti/b

)
]
R (ψ, θ)




1

0

0


 fi. (148)

The rotation matrix R (ψ, θ) is defined by the product of two rotation matrices

R (ψ, θ) = Rz,ψRy,θ, (149)

where Rz,ψ and Ry,θ are described by (7) and (6) respectively. Visor3 has fixed heading

and pitch angles for each thruster.

Now that the thrust provided by each thruster is known using (146), the input that

must be sent to each motor has to be computed. The input could be the revolution

speed of the motor or a voltage for the driver. Equation (146) is then rewritten as

τ = TKu, (150)

where K = diag {K1, K2, ... , Kr} is a diagonal matrix with the thrust coefficients

described by the equation

Ki = KT (J) ρD4. (151)

u is a column vector with elements ui = |n|n, where n is the propeller velocity rate.

The thruster allocation problem is solved finding u as

u = K−1T−1τ . (152)

T may not be square or invertible. This problem can be solved using the Moore-Penrose

pseudo inverse given by

T † = T T
(
TT T

)−1
. (153)

Substituting (152) into (153) yields

u = K−1T †τ . (154)
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The voltage for each driver calculated from u is given by

vi = (1/Gmi
) (1/Gdi) sgn (ui)

√
|ui|, (155)

where Gmi
and Gdi are the gain of the i-th motor and driver respectively. This

last equation fails when saturation occurs in the actuators. For example, Figure 13

shows how to change vi according to ui, with different values from multiplication

Mg = (1/Gmi
) (1/Gdi).
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Figure 13. Change of voltage according to ui in the thruster allocation problem.

4.2. MULTIVARIABLE PID-CONTROL

The PID is the most common algorithm used in industry, because its robustness and

structure, consisting of only three tuning parameters, hence, it is easy to implement and

many different techniques are nowadays available for their tuning through experiments
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or theoretical models.

In the control of underwater vehicles the PID is also widely used. Several controllers

are simple P or PI, and they are designed independently for each degree of freedom.

Another technique commonly used, is to decouple the dynamic system, in two or three

non-interacting subsystems, for example, diving and steering subsystems.

The parallel non-interacting structure of the PID is given by

τPID = Kpe (t) +Kdė (t) +Ki

∫ t

0

e (τ) dτ, (156)

where Kp is the proportional gain, Kd the derivative gain, Ki the integral gain, and

e (t) is the error defined by

e = ηd − η. (157)

For Visor3 each controller is designed for the control of one DOF, this implies that

Kp, Ki and Kd are diagonal and positive matrices. Heuristic methods were used to

tune the gains of the PID controller. A high proportional gain, acts rapidly to correct

changes in the references. Due to the vehicle’s dynamics and the interaction with the

fluid, a high derivative action is used to slow down the movement of the vehicle, when

is reaching the set-point. Finally, it is decided that a small integral action can correct

the steady state error. This PID control can be improved according to [13] by using

gravity compensation and vehicle kinematics. The PID control signal is transformed

by

τ = JT (η) τPID + g (η) . (158)

Figure 12 shows the implementation of (158). The controller needs the error and the

position estimation to calculate the output.

4.3. LINEAR QUADRATIC REGULATOR (LQR)

The linear quadratic regulator (LQR) is an optimal controller that stabilizes the state

of the system as fast as possible. It is a controller based on the minimization of a

linear quadratic performance index. The LQR controller needs full state feedback and

knowledge of the system’s dynamics. Additionally, the objective of the LQR is to
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Figure 14. Closed-loop control system implemented in Visor3.

solve the regulation problem. To improve the performance of the LQR, an integral

feedback with state augmentation can solve the tracking problem and compensate for

disturbances that affect the system.

Consider the dynamics of the vehicle as state space realization given by

ẋ = Ax+Bu. (159)

In some time t1 the initial state of the system x = 0 is displaced to x(t1) = x0. The

regulator controller tries to return the state to zero. To stabilize the system, it is

necessary to design a state feedback control given by

u = −kx. (160)

According to [57], the design of k is a trade-off between the rate of decay of x and the

control effort or the energy of the input. This matrix can be obtained by choosing u

that minimizes

J =

∫ ∞

0

[
xT (t)Qx (t) + uT (t)Ru (t)

]
dt, (161)

where Q ∈ Rn×n is a symmetric positive semidefinite matrix, n is the number of state

variables,R ∈ Rm×m symmetric positive definite matrix, and m is the number of control

inputs. These matrices can give different weightings to the control cost and deviations

from the desired state. The optimal control to solve this problem, assuming that the

pair (A,B) is stabilizable, is given by

u = −R−1BTPx, (162)
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where P ∈ Rn×n is the symmetric positive semidefinite solution of the Algebraic Riccati

Equation (ARE)

PA+ATP +Q− PBR−1BP = 0. (163)

The selection of Q and R depends on how much we want to penalize the control effort

or the deviation of the state. Figure 15 shows the scheme of the state feedback.

∫∑∑

A

B C
u t( )

−k

v t( ) x t( ).x t( ) y t( )

Figure 15. State feedback control.

The success of this algorithm depends on the whole knowledge of the vehicle’s state

and its dynamics. Additionally, the presence of disturbances or uncertainties in the

parameters of the model, can cause a steady state value different from zero. This

effects can be eliminated by using integral error feedback. The integral introduces a

new state variable given by

q̇ (t) = e (t) , (164)

where the use of feedback becomes

u (t) = −kx (t)−Kiq (t) . (165)

The augmented closed-loop system is

[
ẋ (t)

q̇ (t)

]
=

[
A−Bk BKi

−C 0

][
x (t)

q (t)

]
+

[
0

1

]
u (t) . (166)

According to this new system, the LQR controller is calculated again. With the integral

action, a change in the desired reference, can be obtained with a nonzero set-point. In

the regulation problem, the goal is to return the state to zero, and therefore the external
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force is taken to be zero. If it is desired that the vehicle has an output yd, this can be

accomplished by a constant command input vd such that

ẋ = (A−Bk)xd +Bvd = 0 (167)

yd = Cxd

= C
(
− (A−Bk)−1Bvd

)

= −C (A−Bk)−1Bvd

= Hk (0)vd, (168)

where Hk (s) is the closed loop transfer matrix given by

Hk (s) = C (sI −A+Bk)−1B. (169)

Finally, the command input vd can be obtained as

vd = H−1
k (0)yd (170)

∫∑∑
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−k

x t( ).x t( ) y t( )∫∑
−

Ki

H −1
k 0( )

e t( )

Figure 16. State feedback control with integral action and open loop gain.
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5. SIMULATION AND RESULTS

The simulation of the ROV dynamics, the observer algorithm, and the controller were

implemented in Simulink R©. This is a platform for simulation and model based design

of dynamic systems. It provides an interactive graphical environment where continuous

and discrete time differential equations can be simulated. Additionally, several functions

can be constructed using conventional Matlab R© code, providing great flexibility for high

level programming.

5.1. DESCRIPTION OF THE VEHICLE

Visor3 system is divided into three main subsystems: the surface station, the ROV

and the communication system which communicates the ROV with the surface sta-

tion. The surface station contains the control devices such as: surface computer with

man/machine interface, a joystick used to control vehicle’s movement and an electric

power plant. The communication system is composed of an umbilical cable which is

made up of four fiber optics and AC power conductors that transmit all the energy to

the vehicle. Finally, the ROV contains the instrumentation and the controller board.

Visor3 parameters were obtained using CAD models (Solid-Edge R© software) and CFD

simulation (ANSYS R© software). Table 3 contains all the model parameters used in the

simulation to represent the dynamics of the vehicle. This parameters are saved in a file

called Visor3_parameters.m.

5.2. DYNAMIC SIMULATION

For the dynamic simulation a Simulink block was created. This block implements the

equations (22) and (23) with the parameters shown in Table 3. This block is divided

as follows: the dynamics (see Figure 17), which contains inertia forces, the centripetal
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Table 3. ROV Visor3 parameters for simulation

Parameter Value

m 64.5 kg

Ixx 2.9 kg m2

Iyy 2.5 kg m2

Izz 3.0 kg m2

Ixy −7.0× 10−3 kg m2

Ixz −2.1× 10−3 kg m2

Iyz −7.2× 10−3 kg m2

∇ 1.8× 10−2 m3

[xg, yg, zg] [0, 0, 0] m

[xb, yb, zb] [1.7, 1.8, 68]× 10−3 m

Xu̇ 6.5 kg

Yv̇ 59.8 kg

Zẇ 59.8 kg

Kṗ 0 kg m2

Mq̇ 2.2 kg m2

Nṙ 2.2 kg m2

Xu|u| −10.3 kg/m

Yv|v| −100.8 kg/m

Zw|w| −100.8 kg/m

Kp|p| −400.3 kg m2

Mq|q| −100.8 kg m2

Nr|r| −100.8 kg m2
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and Coriolis forces, the damping forces, and the restoring forces; and the kinematics

(see Figure 18), with the velocity transformation matrices.

Figure 17. Dynamic vehicle simulation.

Figure 18. Velocity transformation.

5.3. THRUSTER SIMULATION

The thruster simulation is divided in three steps: the driver, the motor dynamics, and

the propeller dynamics. The low level control of the system is managed by the driver.

The driver regulates the torque by increasing or decreasing the current in order to

maintain the velocity of the motor shaft. For this work it is assumed that the load
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changes generated for the propellers are regulated by the driver. In that order, only

the thrust will be considered. For this work, the dynamic of the motor will not be

considered, due to its fast time response in comparison with the dynamic of the vehicle.

Figure 19 shows the dynamic response of the MAXON DC motor. The steady state

value is reached in less than 40 ms. The simulation model is represented only by a

constant gain Gm, which is the relationship between the maximum velocity Velmax and

the nominal voltage Vnom, and is described by

Gm =
Velmax

Vnom

. (171)

The driver function is to regulate the velocity before changes in the load. The driver

receives an input voltage between 0∼5V (saturation) and transforms it to 0∼48V.

Additionally, the driver can be configured to have an acceleration curve, in order to

decrease the current consumed by the motor in the initial operation. Figure 20 shows

the block diagram implemented to simulate the driver. The parameters for a thruster

are shown in Table 4.

• Thruster allocation Visor3: Figure 21 shows the position of each thruster re-

spect to the center of the body-fixed frame (the same as the center of gravity).
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Figure 19. Time response for a MAXON DC motor.
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Figure 20. Motor driver block.

Table 4. Thruster Visor3 parameters for simulation

Parameter Value

High/Low voltage driver saturation ±5 V

Slew rate 1200 V s

Driver gain 9.6

Motor gain 20.83 rpm/V

Seawater density 1027 kg/m3

Propeller diameter 8.8 cm

Thrust coefficients 0.5

Torque coefficients 0.08

All values are measured in mm. Table 5 summarizes the parameters from thruster

allocation needed for the simulation.

24,8

108,61

221,19

Figure 21. Measure of the thruster position.
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Table 5. Thruster allocation

Thruster Vector position ψ θ

T1 [−0.31,−0.22, 0] m 0 0

T2 [−0.31, 0.22, 0] m 0 0

T3 [0, 0, 0] m 0 π/2

T4 [0.11, 0, 0] m π/2 0

5.4. NAVIGATION SYSTEM

The navigation system simulated is an extended Kalman filter (EKF). The EKF runs

in discrete time with a 0.05s fixed sample time. The implementation was done using

four main functions, see Figure 22:

• ROV_Nolinear_Discrete: calculates the next state of the ROV described by (137)

and (138).

• ROVSal_Nolinear_Discrete: calculates the output of the ROV according to the

sensors.

• ROV_linear_Discrete: evaluates the Jacobian in each state estimation described

by (123).

• ROVSal_linear_Discrete: evaluates the output of the ROV given the Jacobian

described by (124)

To test the performance of the EKF algorithm and its implementation, several experi-

ments were conducted, using a PID controller. It is assumed that Visor3 has a position

sensor (USBL, LBL, among others), which provides the position of the vehicle in the

Earth-fixed frame. In that order, the measurement matrix is given by

Hk =
[

06x6 I6x6

]
. (172)

Also, it is assumed that the sensor has zero-mean Gaussian white noise of 0.05 m

and 0.05 rad to linear position and attitude respectively. First, two different position

references were commanded to the ROV: in the surge direction a position of 2 m (see

Fig. 23), in sway 1 m (see Fig. 23). Figure 23 shows the estimation of the position in
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ẑ
k

ẑ
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Figure 22. EKF Simulink R© implementation.

the Earth-fixed frame. Figure 24 shows the estimation of the velocity. Figure 25 and

26 show the error in the position and velocity estimation, respectively. As it can be

seen from Figures 24 and 26, the navigation systems provides a good estimation of the

vehicle’s velocities in its four DOF controllable directions. This will be a helpful tool

for Visor3’s operators since the pilot does not have feedback of such variables in the

surface control station.

5.5. CONTROLLERS

5.5.1. PID and PID with gravity compensation

The first controller implemented and tested was the PID structure with thruster allo-

cation. The thruster allocation provides the voltage needed in each thruster to move

the vehicle with the forces and moments generated by the control (PID). The PID con-

troller is improved through the use of gravity compensation and using the kinematics of
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the vehicle. Two different task were tested: first, the planar motion control, where the

vehicle moves in the x-y plane and maintain the depth. Second, a depth control, where

the vehicle must maintain the position in x-y plane and the attitude while is moving in

the heave direction. The comparison was made with the following gain matrices

Kp = diag {10, 10, 10, 0, 0, 10} , (173)

Ki = diag {0.01, 0.01, 0.01, 0, 0, 0.01} , (174)

Kd = diag {50, 50, 50, 0, 0, 50} . (175)

The first experiment was conducted with a trajectory reference that describes changes

in the x, y and yaw directions. Figure 27 shows the result of both controllers. The PID

with gravity compensation cancels the effects of the restoring forces while the vehicle is

moving. This PID with compensation has a better performance, but it requires a good
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Figure 23. Position estimation in Earth-fixed frame.
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estimation of the vehicle attitude. Additionally, Figure 28 shows that the simple PID is

less energy efficient, due to the high changes in the control signal. This changes in the

control signal, can reduce duty life of the thruster. Finally the simple PID structure is

unstable, when the vehicle moves far away from the origin, due to the restoring forces

and propagation error.

The second experiment was conducted with a trajectory references that describes changes

in heave direction. First a position in heave of 10 m, then maintain this depth and fi-

nally return to the initial position (see Figure 29). PID and PID plus compensation

controllers have similar behavior, due to the restoring forces affect the vehicle just a

few.

The third and fourth experiments (Figure 31 and Figure 32) were conducted to see the
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effects of disturbances (ocean current). The ocean current is included in the simulation

according to the equation (74), with velocity of 0.1 m/s in surge, sway and heave direc-

tions. These three ocean current components are varying in time, using a sine function

with frequency of 0.1 rad/s. To improve the dynamic model of the ocean current see [54],

where the dynamics is modelled as a Markov process. The PID without compensation

in the last part of the trajectory shows an unstable response. Additionally, the control

signal will saturate the driver, and the observer will fail.

5.5.2. LQR controller

The third tested controller was the LQR. First the non-linear model is linearized around

the origin. Then, to this system an optimal feedback control that stabilizes the vehicle
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is designed. This optimal controller was developed using the cost function described

by (161), with weight matrix for the control signal as

R = 0.1I6×6. (176)

and for state deviation of

Q = 10I12×12. (177)
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Using the the linear dynamic model and the weight matrices (176) and (177), the LQR

controller with feedback gain

k =




38.98 0 0 0 0 0

0 50.85 0 0 0 0

0 0 50.85 0 0 0

0 0 0 12.56 −5.30× 10−3 −1.60× 10−3

0 0 0 −5.30× 10−3 13.91 −5.10× 10−3

0 0 0 −1.60× 10−3 −5.10× 10−3 14.26




, (178)

and integral

Ki = −diag {10, 10, 10, 10, 10, 10} , (179)

is obtained. The open-loop gain is found through the use of the linear model and the

equation (169). This gain is given by

H−1
k (0) =




25.64× 10−3 0 0

0 19.66× 10−3 0

0 0 19.66× 10−3

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

79.65× 10−3 30.25× 10−6 8.74× 10−6

30.25× 10−6 71.90× 10−3 25.77× 10−6

8.74× 10−6 25.77× 10−6 70.11× 10−3




. (180)

The first experiment was performed by moving Visor3 in three dimensions (surge, sway

and heave). Three different velocity references were commanded to the ROV: in the

surge direction a reference of 0.6 m/s (see Figure 33(a)), in sway 0.4 m/s (see Fig-

ure 33(b)), and heave 0.5 m/s (see Figure 33(c)). The second experiment was per-

formed assuming that the vehicle is rotating (change in heading) with constant velocity

of 0.5 rad/s (see Figure 33(d)). As it can be seen from Figures 33(a), 33(b), 33(c), and

33(d), the controller follows the references to the desired vehicle’s velocities in its four

DOF controllable directions. To see the penalization over the control signals, Figure 34

shows the controls signals for each motor for the second LQR. These control signals are

softer than the PID controller.
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Figure 27. PID controllers with and without compensation, for planar motion control
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Figure 28. Control signal for each thruster, for planar motion control
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Figure 29. PID controllers with and without compensation, for depth control
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Figure 30. Control signal for each thruster, for depth control
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Figure 31. PID controllers with and without compensation, for planar motion control

with perturbation
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Figure 32. Control signal for each thruster, for planar motion control with perturbation
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Figure 33. LQR controller performance. (a) Command velocity in surge motion. (b)

Command velocity in sway motion. (c) Command velocity in heave motion. (d) Com-

mand velocity in yaw motion.
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CONCLUSIONS

The dynamic model of the underwater remotely operated vehicle Visor3 has been pre-

sented. This model considers forces and moments generated by the motion of the vehicle

within the fluid, damping, and the restoring forces. The model was defined using body-

fixed and Earth-fixed coordinate systems, and Visor3’s parameters were obtained using

CAD models and CFD simulations.

To improve the simulation, the thruster dynamic also has been presented. This model

considers three main parts: driver, motor and propeller. The driver is simulated with

a constant gain, saturation and a acceleration curve. The motor is modelled by a gain,

and the dynamic will be neglected due to the low level control provided. Finally, the

propeller dynamic model considers water density, the propeller diameter, and the thrust

coefficient.

The navigation system (EKF) was tested assuming that Visor3 has a positioning acous-

tic system in the water. The navigation system was executed in discrete time with 0.05s

fixed sample time. Also, the EKF was tested assuming the use of the IMU. First, the

accelerometer measurement is integrated to obtain the linear velocity in the body-fixed

frame. Then, the output matrix of the system was formed with the linear and angular

velocity. It is important to state that the estimation in large periods of time, can diverge

due to the integration of the noise coming from acceleration measurements to obtain

the velocity of the vehicle in the body-fixed frame. More sensors (such a USBL) can be

used in Visor3 to overcome such problem. Large sample time choice can cause diver-

gence in estimation of the state, and short sample time can demand high performance

computing on board the vehicle.

As it was shown, the EKF-based navigation system is capable to filter the noise in the

measurement and accurately estimate the state of the vehicle, which is important since

a noisy signal that enters into the feedback system, can cause greater efforts in the

thrusters and more energy consumption.

Three different control algorithms were tested with the simulation of the ROV: PID,

PID + gravity compensation, and LQR. The PID with gravity compensation is capable
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to stabilize the system in less time than the PID, and decrease the energy consump-

tion. Finally, these two algorithms were tested with disturbances in the system (ocean

currents). The PID goes unstable after some time period, while the other not. How-

ever, the PID with gravity compensation needs a good estimation of the position and

attitude.

The LQR algorithm was tested as a velocity controller. LQR controller was designed

using a linear approximation of the vehicle’s model over the origin (zero state). Then,

it was tested to follow a predetermined path. With the addition of the integral and the

open-loop gain, the controller is useful to track the reference. However, when the system

moves away from the origin, the non-linearities are more stronger, and the LQR has

a worse performance. The use of nonlinear control techniques such as gain scheduling

can be used to overcome the problem of high non-linearities.

Implementing the proposed navigation system and the controller in Visor3’s digital

system requires the knowledge of the dynamic response of the vehicle and appropriate

selection of the sample time since it affects the EKF algorithm’s convergence. Moreover,

many operations are in matrix form and with floating-point format, so the implemen-

tation of such navigation system and controllers requires a high computation capacity

of the on-board processor. These algorithms are the first approximation to the real

closed-loop control system that will be implemented in Visor3.
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Abstract: This paper addresses the development of a navigation system for the underwater
remotely operated vehicle Visor3 using a nonlinear model based observer. The 6-DOF mathe-
matical model of Visor3 is presented using two coordinated systems: Earth-fixed and body-fixed
frames. The nonlinear model based observer is developed using the extended Kalman filter
(EKF) which uses the linearization of the model to estimate the current state. The behavior
of the observer is verified through simulation using Simulink R©. The navigation system is a
fundamental part of the closed-loop control system that will allow Visor3’s operators to take
advantage of more advanced vehicle’s capabilities during inspection tasks of port facilities,
hydroelectric dams, and oceanographic research.

Keywords: Robot navigation, Navigation systems, Kalman filters.

1. INTRODUCTION

Due to the growing interest around the world to perform
offshore and underwater operations, several researchers
have focused their interests on the construction of un-
derwater vehicles that allow one to explore the ocean
from a surface station. Underwater vehicles are used to
perform different tasks such as observation, sampling, and
surveillance, among others. Regardless if they are operated
by cable (ROVs) or autonomous (AUVs), it is necessary
to develop control strategies to achieve the desired vehicle
movements (Roberts, 2008; Chyba et al., 2008).

Several control schemes are based on the mathematical
model of the system. Hence, having accurate models for
prediction and control is desirable, however, this is not
a simple task due to the highly non-linear behavior that
appears with the fluid-vehicle interaction (Xu et al., 2013).
The guidance, navigation, and control (GNC) system
for an underwater vehicle can have different degrees of
sophistication, depending on the type of operation that is
to be performed, and the autonomy levels that need to be
achieved (Chyba et al., 2008; Roberts, 2008).

The desired level of autonomy will determine what kind
of algorithms are necessary to control the variables of
interest, which are normally given by the position, attitude
(orientation) and vehicle’s speed with respect to an inertial
reference system located at the surface (Fossen, 1994).
Fig. 1 shows a three-level hierarchical GNC structure for

? This work was developed with the funding of the Fondo Na-
cional de Financiamiento para la Ciencia, la Tecnoloǵıa y la Inno-
vación, Francisco José de Caldas; the Colombian petroleum company,
ECOPETROL; the Universidad Pontificia Bolivariana - Medelĺın,
UPB; the Universidad Nacional de Colombia - Sede Medelĺın,
UNALMED; through the Strategic Program for the Development
of Robotic Technology for Offshore Exploration of the Colombian
Sea Bottoms, project 1210–531–30550, contract 0265–2013.
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Fig. 1. Control structure for an underwater vehicle.

a underwater vehicle; this kind of structure is useful to
control and stabilize the vehicle (Li et al., 2005).

One of the main components in the control structure’s
lower level is the navigation system. This system provides
an estimate of the position, velocity, and attitude of
the vehicle with respect to an inertial system located
in the surface control station, from measurements made
with different sensors (IMU, magnetometer, depth, DVL,
USBL, among others). Given the characteristics of water,
the development of underwater localization systems is not
trivial and presents a number of challenges (Tan et al.,
2011).

The most common algorithm to achieve this task is the
Kalman filter (KF). It is an estimator, statistically optimal
with respect to a quadratic error function, which allows
one to estimate the state of the vehicle (Grewal and
Andrews, 2001). Several Kalman-filter-based navigation
systems have been developed for years. Caccia et al. (1998)
developed a Kalman-filter-based acoustic navigation mod-
ule to control the UUV Roby2. Caccia and Veruggio (2000)
used Kalman filter techniques to estimate the state using
different sampling rates of a depth-meter and altimeter.



Drolet et al. (2000) presented an integrated sensor fusion
strategy using multiple Kalman filters allowing different
combination of sensors. Blain et al. (2003) developed and
tested a Kalman filter to merge data from an acoustic
positioning system, a bathymeter, and a DVL. Loebis
et al. (2004) implemented an intelligent navigation system,
based on the integrated use of the global positioning sys-
tem (GPS) and several inertial navigation system (INS)
sensors for an (AUV). Kinsey et al. (2006) presented a
survey with advances in underwater vehicle navigation
and identified future research challenges. Lee and Jun
(2007) presented a pseudo long baseline (LBL) navigation
algorithm using the EKF. Watanabe et al. (2009) proposed
an accurate tracking method to estimate an AUV position
by using a super short baseline (USBL) from the mother
ship. Geng and Sousa (2010) presented a hybrid derivative-
free extended Kalman filter, taking advantage of both the
linear time propagation of the Kalman filter and nonlinear
measurement propagation of the derivative-free extended
Kalman filter.

Gutiérrez et al. (2010) developed the underwater remotely
operated vehicle Visor3 for surveillance and maintenance
of ship shells and underwater structures of Colombian
port facilities and oceanographic research. The mechan-
ical/naval design was performed through an iterative
process by using computational tools CAD/CAE/CFD
(Ramı́rez et al., 2007). Visor3 has a 3-layer hardware ar-
chitecture: instrumentation, communications and control.
Although much work has been done in mechanics and
electronics, a closed-loop control system was not developed
for the ROV Visor3, so the capabilities of the vehicle are
still completely dependent on the pilot skills.

This works addresses the first approach to develop the nav-
igation system for the ROV Visor3 that will help operators
to determine the position and attitude of the vehicle under
certain scenarios where there is no visual information from
the water surface such as in ports or dams inspection
tasks. The first section presents the mathematical model
of the vehicle, the second section shows the development
of the nonlinear model based observer, then the simulation
results are shown, and some conclusions are presented.

2. MATHEMATICAL MODEL

To analyze the motion of Visor3 in a three-dimensional
space, two coordinate frames are defined: an inertial frame
known as the Earth-fixed frame, where the motion of the
vehicle is described, and the body-fixed frame, which is
conveniently fixed to the vehicle and moves with it, Fig. 2.
The acceleration of the Earth due to rotation is neglected
for this work. The position and orientation of the vehicle
are described relative to the Earth-fixed frame as

η = [ x y z φ θ ψ ]
T
, (1)

where η1 = [x y z]T is the position and η2 = [φ θ ψ]T the
orientation. The linear and angular velocity of the vehicle
relative to the body-fixed frame are

ν = [ u v w p q r ]
T
, (2)

where ν1 = [u v w]T and ν2 = [p q r]T are the linear and
angular velocity respectively.

X0
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Z0

Earth-fixed

Body-fixedp (roll)

q (pitch)
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Fig. 2. Coordinate frames.

The mathematical model that describes the 6-DOF dif-
ferential nonlinear equation of motion for an underwater
vehicle, stated in (Fossen, 1994), is given by

Mν̇ +C (ν)ν +D (ν)ν + g (η) = τ , (3)

η̇ = J (η)ν, (4)

whereM ∈ R6x6 is the inertia matrix, which comprises the
mass of the rigid body and the added mass, M = MRB +
MA; C ∈ R6x6 is the Coriolis and centripetal matrix,
which includes the term due to rigid body and the term
due to the added mass, C = CRB + CA; D ∈ R6x6 is
the damping matrix; g ∈ R6x1 is the gravitational and
moments vector; τ ∈ R6x1 is the force vector; and J ∈ R6x6

is the rotation matrix from the body-fixed frame to the
earth-fixed frame. For this work, it is assumed that the
origin of the body-fixed frame is located at the same point
of the center of gravity.

Applying Newtonian laws, the rigid body equation of
motion for the vehicle is

MRBv̇ +CRB (v)v = τRB . (5)

In (5) the rigid body inertia matrixMRB can be expressed
as

MRB =

[
mI3x3 −mS (rG)
mS (rG) I0

]
, (6)

where m is the mass of the vehicle, I3x3 the identity
matrix, I0 the inertia tensor with respect to the center
of gravity, rG the gravity vector in the body-fixed frame
and S(·) a skew symmetric matrix. The centripetal and
Coriolis matrix can be parametrized in the form of a skew
symmetric matrix

CRB =

[
CRB11

CRB12

CRB21
CRB22

]
, (7)

where

CRB11
= 03×3, (8)

CRB12 = −mS (ν1)−mS (ν2)S (rG) , (9)

CRB21
= −mS (ν1) +mS (ν2)S (rG) , (10)

CRB22 = −S (I0)ν2. (11)

The added mass due to the inertia of the surrounding fluid
is given by



MA =

[
A11

3x3 A12
3x3

A21
3x3 A22

3x3

]

= −
[
∂τ

∂u̇

∂τ

∂v̇

∂τ

∂ẇ

∂τ

∂ṗ

∂τ

∂q̇

∂τ

∂ṙ

]
. (12)

where τ = [X Y Z K M N ] are the hydrodynamics added
mass forces and moments in each direction. Finding the
36 elements of MA is a difficult task, but this can be
simplified exploiting symmetry properties of the vehicle.
For this work, Visor3 is assumed to have symmetry about
xy, xz and yz planes. Therefore, the added mass matrix
can be computed as

MA = −diag {Xu̇, Yv̇, Zẇ,Kṗ,Mq̇, Nṙ} . (13)

The hydrodynamic centripetal and Coriolis matrix can
also be parametrized as

CA (ν) =

[
03x3 −S (A11ν1 +A12ν2)

−S (A11ν1 +A12ν2) −S (A21ν1 +A22ν2)

]
.

(14)

For underwater vehicles damping is mainly caused by
skin friction and vortex shedding. One approximation
commonly used (Fossen, 1994, 2011; Dukan, 2014) is a
linear and quadratic damping term given as

D (ν) =− diag {Xu, Yv, Zw,Kp,Mq, Nr} (15)

− diag
{
Xu|u| |u| , Yv|v| |v| , Zw|w| |w| ,Kp|p| |p| ,

Mq|q| |q| , Nr|r| |r|
}

Restoring forces and moments, calculated from center of
gravity, are given by

g (η) =




(W −B) sin θ
− (W −B) cos θ sinφ
− (W −B) cos θ cosφ

ybB cos θ cosφ− zbB cos θ sinφ
−zbB sin θ − xbB cos θ cosφ
xbB cos θ sinφ+ ybB sin θ



, (16)

where W = mg is the weight of the vehicle. B = ρg∇
is the buoyancy, where ρ is the density of the fluid, g is
the acceleration of the gravity, and ∇ the volume of fluid
displaced by the vehicle.

2.1 Transformations

To obtain the linear velocity in the Earth-fixed frame from
the linear velocity in the body-fixed frame, a linear trans-
formation must be applied. The transformation matrix is
given by

J1 (η2) =

[
cψcθ −sψcφ+ cψsθsφ sψsφ+ cψsθcφ
sψcθ cψcφ+ sψsθsφ −cψsφ+ sψsθcφ
−sθ cθsφ cθcφ

]
,

(17)
where s· = sin(·) and c· = cos(·). The angular velocity
transformation matrix is given by

J2 (η2) =

[
1 sφtθ cφtθ
0 cφ −sφ
0 sφ/cθ cφ/cθ

]
, (18)

where t· = tan(·).
The Kinematics equations can be expressed as[

η̇1
η̇2

]
=

[
J1 (η2) 03x3

03x3 J2 (η2)

] [
ν1
ν2

]
. (19)

3. NONLINEAR MODEL BASED OBSERVER

The development of the observer needs to account for the
ROV high non-linearities and coupled dynamics. There-
fore, an extended 6-DOF Kalman filter (EKF) that con-
siders Coriolis, damping and restoring forces has been
developed. Equations (3) and (4) can be written as a state
space realization, as follows

ẋ = f (x, t) +Bu(t) + w (t) , (20)

z = h (x, t) + v (t) , (21)

where w (t) and v (t) are plant and measurement noises,
respectively; they are assumed to be zero-mean Gaussian
white noise processes with covariance matrix Q(t) and
R(t) given by

E 〈w (t)〉 = 0, (22)

E
〈
w (t)wT (s)

〉
= δ (t− s)Q (t) , (23)

E 〈v (t)〉 = 0, (24)

E
〈
v (t) vT (s)

〉
= δ (t− s)R (t) . (25)

In (20), f(x, t) is a function of the state vector x = [ν η]T,
and is given by

f (x, t) =

[
M−1 (−C (ν)ν −D (ν)ν − g (η))

J (η)ν

]
, (26)

and B is the input coupling matrix given by

B =

[
M−1

06x6

]
. (27)

In (20), u(t) is the input vector given by thruster forces,
and h(x, t) is the measurement sensitivity matrix, which
depends on the ROV sensors. The continuous-time model
in (20) and (21) is discretized using a 1st-order approxi-
mation Euler method as follows

xk = gk−1 (xk−1) + ∆uk−1 + wk−1, (28)

zk = hk (xk) + vk, (29)

where

gk−1 (xk−1) = xk−1 + hf (xk−1, tk−1) , (30)

∆ = hB, (31)

and h is the step time. The discretized system is given by

νk = νk−1 + hM−1 [τk−1 −C (νk−1)νk−1 (32)

−D (νk−1)νk−1 − g (ηk−1)] ,

ηk = ηk−1 + h [J (ηk−1)νk] . (33)

The objective of the EKF is to use a linearized version of
the system’s model to estimate the current state. The EKF
is executed in two steps: the predictor which calculates
a approximation of the state and covariance; and the
corrector which improves the initial approximation. The
predictor equations for the EKF are

x̂k (−) = gk−1 (x̂k−1 (+)) + ∆uk−1, (34)

ẑk = hk (x̂k (−)) , (35)

Pk (−) = Φk−1Pk−1 (+) ΦT
k−1 +Qk−1. (36)

x̂k (−) is the a priori estimate of the state, x̂k (+) the a
posteriori estimate of the state, ẑk the predicted measure-
ment, Pk (−) a priori covariance matrix, Pk (+) a poste-
riori covariance matrix, and Φk−1 is the state transition
matrix defined by the following Jacobian matrix

Φk−1 ≈
∂gk
∂x

∣∣∣∣
x=x̂k−1(−)

. (37)



The corrector equations for the EKF algorithm are

x̂k (+) = x̂k (−) + K̄k (zk − ẑk) , (38)

Pk (+) =
[
I − K̄kHk

]
Pk (−) , (39)

where K̄k is the Kalman filter gain calculated as

K̄k = Pk (−)HT
k

[
HkPk (−)HT

k +Rk

]−1
. (40)

The observation matrix is defined by the following Jaco-
bian matrix

Hk ≈
∂hk
∂x

∣∣∣∣
x=x̂k(−)

. (41)

It is important to state that the EKF is not an optimal fil-
ter, due to the linearization process of the system. Further-
more, the matrices Φk−1 and Hk depend on the previous
state estimation and the measurement noise. Therefore,
the EKF may diverge if the consecutive linearizations are
not a good approximation of the linear model in the whole
domain.

4. SIMULATION AND RESULTS

The simulation of the ROV dynamics, the observer al-
gorithm, and an LQR controller were implemented in
Simulink R©. The ROV dynamics was implemented as a
continuous-time model, and the EKF runs in discrete time
with a 0.5s fixed sample time. The implementation was
done using four main functions, see Fig. 3:

• ROV_Nolinear_Discrete: calculates the next state of
the ROV described by (32) and (33).
• ROVSal_Nolinear_Discrete: calculates the output

of the ROV according to the sensors.
• ROV_linear_Discrete: evaluates the Jacobian in

each state estimation described by (37).
• ROVSal_linear_Discrete: evaluates the output of

the ROV given the Jacobian described by (41).

For the measurement matrix, it was considered that Visor3
has a MEMSENSE R© IM05-0300C050A35 triaxial micro
inertial measurement unit (µIMU) that provides three
linear accelerations and three angular velocities, with noise
of 5.0 mg and 0.5 ◦/s. In this work, all measurements
are assumed to be made in the body-fixed frame. The
measurement matrix is given by

Hk = [ I6x6 06x6 ] . (42)

4.1 Visor3 simulation parameters

Visor3 parameters were obtained using CAD models
(Solid-Edge R© software) and CFD simulation (ANSYS R©
software). Table 1 contains all the model parameters used
in the simulation to represent the dynamics of the vehicle.

To test the performance of the EKF algorithm and its im-
plementation, several experiments were conducted. Visor3
has four controllable DOFs: surge, sway, heave and yaw.
The task which consist in generating a particular com-
mand to be sent to each individual actuator according to
the control law and thrusters configuration is called control
allocation (Fossen, 2011). For this work, it is assumed that
an individual actuator generates force in the direction of
each controllable DOF.

Table 1. ROV Visor3 parameters for simulation

Parameter Value

m 64.5 kg
Ixx 2.9 kg m2

Iyy 2.5 kg m2

Izz 3.0 kg m2

Ixy −7.0× 10−3 kg m2

Ixz −2.1× 10−3 kg m2

Iyz −7.2× 10−3 kg m2

∇ 1.8× 10−2 m3

[xg , yg , zg ] [0, 0, 0] m
[xb, yb, zb] [1.7, 1.8, 68]× 10−3 m

Xu̇ 6.5 kg
Yv̇ 59.8 kg
Zẇ 59.8 kg
Kṗ 0 kg
Mq̇ 2.2 kg
Nṙ 2.2 kg
Xu|u| −10.3 N s/m

Yv|v| −100.8 N s/m

Zw|w| −100.8 N s/m

Kp|p| −400.3 N s/m

Mq|q| −100.8 N s/m

Nr|r| −100.8 N s/m
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Fig. 4. Command velocity in surge motion.
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Fig. 5. Command velocity in sway motion.

Visor3 is maneuvered through a joystick that sends a
velocity command to each thruster. The first experiment
was performed by moving Visor3 in three dimensions
(surge, sway and heave). Three different velocity references
were commanded to the ROV: in the surge direction a
reference of 1 m/s (see Fig. 4), in sway 0.3 m/s (see Fig. 5),
and heave 0.5 m/s (see Fig. 6).

The second experiment was performed assuming that the
vehicle is rotating (change in heading) with constant
velocity of 0.5 rad/s (see Fig. 7).
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As it can be seen from Figures 4, 5, 6, and 7, the
navigation systems provides a good estimation of the
vehicle’s velocities in its four DOF controllable directions.
This will be a helpful tool for Visor3’s operators since the
pilot does not have feedback of such variables in the surface
control station.

5. CONCLUSIONS

The dynamic model of the underwater remotely operated
vehicle Visor3 has been presented. This model consid-
ers forces and moments generated by the movement of
the vehicle within the fluid, damping, and the restoring
forces. The model was defined using body-fixed and Earth-
fixed coordinate systems, and Visor3’s parameters were
obtained using CAD models and CFD simulations.

The full ROV system and the EKF were simulated to
compare the performance of the navigation system with
the use of an LQR control algorithm that depends on a
good estimation of the state. It is important to state that
the estimation in large periods of time, can divergence due
to the integration of the noise acceleration measurements
to obtain the velocity of the vehicle in the body-fixed
frame. More sensors (such a USBL) can be used in Visor3
to overcome such problem.

As it was shown, the EKF-based navigation system is ca-
pable to filter the noise in the measurement and accurately
estimate the state of the vehicle, which is important since
a noisy signal that enters into the feedback system, can
cause greater efforts in the thrusters and more energy
consumption.

Implementing the proposed navigation system in Visor3’s
digital system requires the knowledge of the dynamic
response of the vehicle and appropriate selection of the
sample time since it affects the EKF algorithm’s conver-
gence. Moreover, many operations are in matrix form and
with floating-point format, so the implementation of such
navigation system requires a high computation capacity of
the on-board processor.
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2014



SIMULATION OF THE CONTROL SYSTEM FOR A REMOTELY

OPERATED UNDERWATER VEHICLE
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Master thesis proposal

Advisor

Rafael Esteban Vásquez Moncayo

Doctor of Philosophy

UNIVERSIDAD PONTIFICIA BOLIVARIANA

ESCUELA DE INGENIERÍAS
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GLOSSARY

AUV: an Autonomous Underwater Vehicle is a robotic device that is driven through

the water by a propulsion system, controlled and piloted by an on-board computer, and

maneuverable in three dimensions. This type of vehicle works under most environmental

conditions, and they use to follow precise preprogrammed trajectories wherever and

whenever required [1].

EKF: an Extended Kalman Filter implements a Kalman filter for a system dynamics

that results from the linearization of the original non-linear filter dynamics around the

previous state estimates [2].

GNC: Guidance, Navigation and Control.

KF: Kalman Filter is an estimator for the linear quadratic problem. The problem of

estimating the instantaneous “state” of a linear dynamic system perturbed with white

noise, by using measurements linearly related to the state but corrupted by white noise

[3].

PID: it is a control algorithm, based on a proportional, integral and derivative actions.

It is the most commonly used controller in industry.

ROV: Remotely Operated Vehicle. The motion of the vehicle can be via autonomous

logic direction or remote operator control depending upon the vehicle’s capability and

the operator’s ability [4].

UKF: the Unscented Kalman Filter belongs to a bigger class of filters called Sigma-

Point Kalman Filters or Linear Regression Kalman Filters, which use the statistical

linearization technique. This technique is used to linearize a nonlinear function of a

random variable through a linear regression between n points drawn from the prior

distribution of the random variable. The technique tends to be more accurate than

Taylor series linearization [5].

UUV: Unmanned Underwater Vehicle is defined as a self-propelled submersible whose

operation is either fully autonomous (preprogrammed or real-time adaptive mission



control) or under minimal supervisory control and is untethered except, possibly, for

data links such as a fiber-optic cable [4].
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5. INTRODUCTION AND PROBLEM STATEMENT

Due to the growing interest around the world to explore the sea bottom, several re-

searchers have focused their interests on the construction of underwater vehicles that

allows one to explore the ocean from a surface station. Underwater vehicles are de-

signed to fulfill different tasks such as observation, sampling, handling objects, among

others. Regardless, if they are operated by cable (ROVs) or autonomous (AUVs), it is

necessary to develop control strategies to achieve the desired movements [6, 7].

The design of some controllers is based in the mathematical model of the system. Having

accurate models for prediction and control is desirable, however, this is not a simple

task due to the highly non-linear behavior that appears in the fluid-vehicle interaction

[8].

The Automation and Design (A+D) Group from the Universidad Pontificia Bolivariana

has developed a ROV called Visor3; used for surveillance and maintenance of ship shells

and underwater structures of Colombian port facilities and oceanographic research. The

mechanical/naval design was performed through an iterative process by using compu-

tational tools CAD/CAE/CFD. The hardware architecture was divided in three layers:

instrumentation, communications and control [9]. Although the ROV Visor3 has such

a hardware infrastructure, a closed-loop control system has not been developed yet.

The goal of this work is to simulate the motion control system of the Visor3 underwater

vehicle. This control system will be a first approach to manipulate the behavior of the

ROV under certain scenarios. The low level control system comprises a state observer

to estimate the state of the vehicle and a low level control strategy. The verification of

the low level control system will done through simulation for different operation modes.
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6. STATE OF THE ART

Underwater vehicles are divided into two categories: manned underwater vehicles and

unmanned underwater vehicles (UUVs). The UUVs are all kinds of underwater vehicles

that are able to operate without a human inside of them. UUVs are designed to accom-

plish different tasks such as observation, exploration and mapping of the sea bottom

[10]; sampling; object manipulation [11]; monitoring and maintenance of structures and

pipelines; and other underwater engineering operations [12].

There are two kinds of UUVs (see Figure 1.): remotely operated underwater vehicles

(ROVs), which are remotely controlled from a surface vessel and by a human operator;

therefore, there is a physical connection (data and power) between the vehicle and the

surface [4]; and the autonomous underwater vehicles (AUVs), which are self-propelled

vehicles that are typically deployed from a surface vessel, and can operate independently

for periods that vary from a few hours to several days [12].

MANNED UNDERWATER

VEHICLES

UNDERWATER 

VEHICLES

UNMANNED UNDERWATER

VEHICLES

AUTONOMOUS UNDERWATER

VEHICLES (AUVs)

REMOTELY UNDERWATER

VEHICLES (ROVs)

Figure 1. Underwater vehicles categories

UUVs mobility is defined by the number of independent movements they can perform

(degrees of freedom), and it is directly associated with the thrusters that are present in

the propulsion system. These thrusters can be controlled directly by the operator by

using a joystick and an appropriate system to translate signals from the joystick to the

the thrusters.
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When precise control is needed to follow a certain path, commands provided by a human

operator are not enough. When a vehicle is moving under the water, it is affected by

viscous hydrodynamics and inertial forces [13, 14]. Whether they are operated by cable

(ROVs) or autonomous (AUVs), it is necessary to develop strategies to control the

desired motion [7, 6].

Control decisions are affected by several factors: mission type, energy cost [15], obstacle

avoidance, among others. Such factors impose constraints that allow one to select

appropriate algorithms for the UUVs’ control system.

6.1. CONTROL SYSTEM FOR ROV

The guidance, navigation, and control (GNC) system for an underwater vehicle can

have different degrees of sophistication, depending on the type of operation that is to

be performed, and the autonomy levels that need to be achieved [7, 6]. One of the

important vehicle design parameters, is the number of degrees of freedom needed to

perform the planned operations, because they represent the number of independent

movements that the vehicle can achieve in the three-dimensional space. Additionally,

the tasks that are to be performed, determine the instrumentation (sensors, actuators,

complementary systems, among others) required to control the vehicle. The desired

level of autonomy, will determine what kind of algorithms are necessary to control the

variables of interest, which are normally given by the position, attitude (orientation)

and vehicle speed with respect to an inertial reference system located at the surface

[16]. Figure 2 shows a three-level hierarchical GNC structure for a underwater vehicle;

this kind of structure is useful to control and stabilize the vehicle [17].

6.1.1. Mission Planning

The highest level of the control structure contains the missions which are required for

the vehicle’s operation, according to its application. A mission may be: going from one

point to another and then return to the initial point; search and classification [18]; or

when the energy storage drops below certain level in the journey, stop and go up to the
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Figure 2. Control structure for an underwater vehicle.

surface [19]. This part of the control scheme is regularly executed in the surface control

station.

According to Oliveira et al. [20] there are three important characteristics of the mission

control system:

• Enable an operator to define the vehicle’s mission using a high level language, and

translate it into a mission plan.

• Provide adequate tools to convert a mission plan into a mission program that can

be formally verified and executed in real-time.

• Endow an operator with the capability to follow the progress of the mission program

as it is executed, and modify it if required.

Martin et al. [21] reported that many authors have focused their attention on developing

mission controllers to be easily programmable and prioritize the vehicle performance,

security, and responsiveness. A big part of tasks done by an underwater vehicle are

specified point to point, however in some mission planners the vehicle must not only go

from one point to another, but stay in a boundary region, or avoid obstacles located

in a known region [22]. A good example of a mission control system was presented by

Bian et al. [23], who developed a hierarchical structure for the mission control of an

autonomous underwater vehicle (AUV) based on Petri nets.

Eichhorn et al. [24] presented a mission planning system for an autonomous underwater
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vehicle in time-varying ocean currents. The mission planner collects oceanic data during

the exploration and in conjunction with numerical ocean models, makes decisions in

order to avoid regions of adverse currents that can affect the vehicle’s performance, see

Figure 3.

Figure 3. Control structure for an underwater vehicle presented in [24].

A good mission control system must include a failure manager for situations such as the

presence of obstacles in the trajectory, environmental limitations, vehicle malfunction,

among others. The system must classify the failures by the level of criticality, in order

to take actions in case they happen [25].

6.1.2. Planning trajectories

The mid level of the control structure includes a motion planning system that uses the

outputs of the mission planner as inputs. Motion planning refers to the determination

of points and guidelines under which the vehicle must be, and the time characteristics

that must be achieved by the low-level controllers [26]. The trajectory generation is

13



important in the operation of underwater vehicles, because it is necessary to generate

commands for the vehicles to move from a starting point to an end point with a set of

constraints [27, 28, 29, 30, 31]. For example, Maki et al. [32] presented a map-based

path-planning system for inspection of artificial structures. The algorithm generates a

set of waypoints for the AUV to follow the surface of the platform at a constant distance,

based on the pre-given information of the platform. Such waypoints are generated by

a set of ellipses that draw an initial route around each structural element, Figure 4.

The performance of the method was verified through tank experiments using the AUV

Tri-Dog 1 [33].

Map Section

Route
Initial
route

Figure 4. Path-planning procedure described by Maki et al. [32].

It is also important that the path planning algorithm is able to perform route changes

if obstacles or disturbances are present during the motion of the vehicle [34, 35].

There are several methodologies for the generation of trajectories, including efficient

algorithms that calculate trajectories based on geometric vehicle control [7], method-

ologies based on evolutionary computation [30], fuzzy logic [36], neural networks [37],

reinforcement learning [38], homotopy classes [39], B-spline curves [40, 41], Rapidly-

exploring Random Trees (RRT) [42], among others.

The three most common evolutionary techniques for path planning are: genetic al-

gorithms (GA) [43, 44], particle swarm optimization (PSO) [45, 46], and ant colony

optimization. GAs were invented by John Holland and his students at the University

of Michigan in the 1960s [47]. The idea was to study the phenomenon of adaptation

that occurs in nature. This GA tried to imitate natural processes such as crossover,

mutation, survival of the fittest, etc. Zhang [48] proposed a hierarchical global path

14



planning approach based on GAs. This approach consist of successive decomposition

of the workspace and searching for a path at each level of decomposition. The path

planning processes described in [48] include the following tasks:

1. To initialize the AUV workspace.

2. To define the starting and ending points.

3. To construct a channel connecting the source and the goal among the empty cells

and mixed cells at the leaf level of the current octree by using the genetic algorithm.

4. If there are mixed cells in the channel, go to 5. Otherwise, a path that only contains

empty cells is found, go to 6.

5. To divide and label all the cells in the channel, go to 2.

6. A safe path from the source to the goal is obtained by connecting all the centers

of the cells in the channel.

Figure 5 shows the performance of the algorithm reported in [48].

Workspace A Workspace B

Figure 5. Results for path planning based on genetic algorithms [48].

Particle swarm optimization (PSO) is a technique based on swarm intelligence. The idea

came from the research on the behavior of birds or fish swarms looking for food. Every

particle follows the two best positions in the swarm in each iteration, so it converges

very fast, but may fall in a local minimum [49]. Yang and Zhang [45] proposed an

adapted inertia-weight particle swarm optimal (AIPSO) for path planning of an AUV

in a sea environment. The approach use the model of the sea environment presented in

[50]. The algorithm use a self-adapted inertia-weight (ω) update strategy to accelerate

the path planning, where every particle has his own ω, which change according to the

evolution of the swarm. The PSO algorithm steps are:
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1. To initialize a population, in which each individual correspond to a candidate

solution path and the population is a group of such potential solution.

2. To evaluate the desired optimization fitness function for each particle.

3. To compare the evaluation of each particle with the best position of its history

(pid). If the current value is better than pid, then set the current location as the

pid location. Also, if it is better than the best position of global (pgd), then reset

the pgd with this current value.

4. To compute the variance of the swarm, the performance function of each particle,

and the inertia weight.

5. To change the velocity and location of each particle.

6. Loop to step 2 until a stop criterion is achieved.

The AIPSO algorithm was tested in a grid of 50×50 cells. The distances between grid

points are 20 km for a total system of 1000 km. A stationary current is randomly

generated. Table 3 presents a comparative analysis for the performance of the PSO and

the AIPSO.

Table 3. Comparative analysis of PSO and AIPSO [45]

No. Algorithm Distance (km) Energy cost

1 PSO 65.183 3002.26442

2 AIPSO 75.790 1770.66017

Finally, the ant colony optimization is characterized by the behavior of ants using

pseudo-random proportional rule to select the next position [51]. The ant colony can

not guarantee a safe path or maintain a safe distance, for this reason the introduction of

the concept of penalty factor or other techniques is necessary. Wang et al. [52] presented

a hybrid adaptive ant colony algorithm for an AUV to improve deficiencies such as slow

converge rate, and falls to local minima. They tested the algorithm through simulation

and the results show that the proposed method was effective.

The previously described techniques try to solve the problem in a two dimensional space,

but it is important to consider that the vehicle is moving inside a 3D environment.

Guanglei and Heming [53] presented a 3D path planning using an improved ant colony

optimization technique. The 3D environment was built through octree model and the

algorithm of ant colony optimization is adopted for it. The core of the model consist in

abstract a rectangular space into nodes, each node has eight child nodes or none and

16



the volume of child nodes are equal to the parent nodes. The ant colony algorithm is

improved to maintain a safe distance. The method can guarantee the security of the

planned path and improve the efficiency of large-size local path planning.

6.1.3. Navigation System

One of the main elements located on the lower level of the control structure is the

navigation system. It allows one to estimate the position, velocity, and attitude of the

vehicle with respect to an inertial system located in the surface control station, from

measurements made with different sensors (IMU, magnetometer, depth, DVL, USBL,

among others). Given the characteristics of water, the development of underwater

localization systems is not trivial and presents a number of challenges [54]. Therefore,

for certain operating depths, knowing the vehicle’s position is not a simple issue, and this

should be taken into account from the design stage in order to achieve a synchronized

operation between the surface station (usually located on a ship) and the underwater

vehicle. The need to implement location systems for ROVs was born in 1963, with the

loss and difficulty to find the USS Thresher submarine, which sank to 2560 m deep,

and with the loss of an atomic bomb at the coast of Spain in 1966 [4]. Important

information about determining the location of underwater vehicles can be found in

[54, 55, 56, 57, 58].

The Kalman Filter is an estimator, statistically optimal with respect to a quadratic error

function, which allows one to determine the state of the vehicle [3]. Armstrong et al. [59]

presented an Extended Kalman Filter (EKF) used for navigation of an AUV. The AUV

contains a magnetic compass and angular velocity sensor which exhibit disturbances

and drift. To solve this problem, the EKF algorithm fuses the information from sensors

in order to produce a more accurate estimate of heading and learns a heading bias. This

heading bias can correct a poorly calibrated magnetic heading sensor, and the angular

velocity improves heading estimation. The test for the approach was a simulation of

an artificial compass bias (see Figure 6). A permanent magnet was placed to create

magnetic field disturbances for compass, causing a deflection of 3-5 degrees. Several

Kalman Filter based navigation systems have been developed for years, see for reference

[60, 61, 62, 63, 64, 65, 66, 67, 68].

When the observation model is highly nonlinear, the Extended Kalman Filter can show
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Figure 6. Simulation results of the approach in [59].

poor performance, then the Unscented Kalman Filter (UKF) can be used. The UKF

uses a probabilistic sample technique called sigma points. Each sigma point is propa-

gated through the nonlinearity yielding at the end, a cloud of transformed points. The

new estimated mean and covariance are then computed based on their statistics. This

process is called unscented transformation [5]. Karimi et al. [69] presented an approach

to estimate the position of an AUV using EKF and UKF, using the fusion of data from

two sensors: Doppler Velocity Log (DVL) and Inertial Navigation System (INS). The

EKF is based on the linealization of a nonlinear system around a point on the trajectory,

and the use of the linear Kalman Filter to estimate the state. The UKF estimates the

state of the system through an unscented transformation. This transformation is based

in two principles: first, performing a nonlinear transformation on a single point; and

second, finding a set of individual points in the state space whose sample probability

density function (PDF) approximates the true PDF of the state vector.

Another method commonly used when the system is highly nonlinear and there are

uncertainties in the model, is the H∞ filtering algorithm. Different from the EKF, the

design criteria for the H∞ filter is an uniformly small estimation error for any kind

of noise. H∞ filtering has strong robustness, so it can ensure navigation accuracy,

improve the system reliability, and prevent filtering divergence [70]. Batista et al.

[71] presented a set of optimal filtering results for a class of kinematic systems with

particular application to the estimation of linear quantities in Integrated Navigation

Systems for mobile platforms. The design was based on the Kalman or H∞ filtering
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steady state solutions for an equivalent LTI system and allows one to use frequency

weights to achieve disturbance rejection and attenuation of noise from sensors on the

state estimates.

6.1.4. Control System

The control system is another component of the lowest level of the control structure.

It contains a set of algorithms that stabilize the state of the vehicle, so it can follow

the commands generated at the path planning system. The control of an underwater

vehicle is complex because there are highly nonlinear hydrodynamic effects resulting

from the interaction with the environment that can not be quantified [72]. Cohan [73]

states that the development of control systems for ROVs is a current and promising

topic for future developments; this can be verified with the number of papers that can

be found in literature.

Caccia and Veruggio [61] implemented and tested a guidance and control system for

underwater vehicles using programmed controllers to regulate speed at the lowest level

in a hierarchical three-level structure. Do et al. [74] developed a robust adaptive

control strategy to ensure that a six-degree-of-freedom vehicle follows a prescribed path

using four actuators. Van de Ven et al. [75] presented a qualitative assessment of

the performance of control strategies using neural networks, indicating the advantages,

disadvantages and application recommendations. Hoang and Kreuzer [76] designed an

adaptive PD controller for dynamic positioning of ROVs when the mission is executed

in places near submerged structures and requires great execution precision. Bessa et

al. [77] used sliding mode controllers, combined with fuzzy adaptive algorithms for

controlling depth in ROVs. Alvarez et al. [78] developed a robust PID controller for

controlling an AUV used in oceanographic sampling work. Subudhi et al. [79] presented

the design of a feedback controller for tracking paths in vertical planes. Ishaque et al.

[80] presented a simplification of the conventional fuzzy controller for an underwater

vehicle. Herman [81] presented a decoupled PD set-point controller which is expressed

in terms of quasi-velocities for underwater vehicles. Petrich and Stilwell [82] presented

a robust control for an autonomous underwater vehicle that suppresses pitch and yaw

coupling.
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6.1.5. Mathematical Model

The development of GNC systems for underwater vehicles is usually based on the equa-

tions of motion in the three-dimensional space. This mathematical model that rep-

resents the dynamic behavior is highly dependent on the hydrodynamic parameters

caused by interaction with the environment in which the vehicle travels [83]. These

parameters are important for the design of the control system, and it is possible to find

in the literature several works that show different methodologies for the determination

and identification of the mathematical model. Chin et al. [84] developed a computa-

tional toolbox for the analysis and design of an ROV which can simulate the behavior

of the vehicle and the control system. Tiano et al. [85] used a Kalman Filter based

method for the experimental evaluation of the dynamic behavior of an AUV. Chen [86]

developed a system to identify ROVs parameters using a vision system for measure-

ments, which is useful when there is no access to data for experimental modelling. Avila

and Adamowski [87] developed an experimental identification system of hydrodynamic

coefficients using the onboard sensors and signals from the thrusters of an ROV .

In order to improve the performance of the mathematical model, several works consider

the dynamics and the configuration of thrusters. Akmal et al. [88] presented a model

of forces and moments produced by four x-shape arranged thrusters over an ROV (see

Figure 7), which allows the vehicle to move in three DOFs (surge, sway and yaw), see

Figure 7.
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6.1.6. Hardware and software

The following characteristics are considered for the processing system in the design of

the ROV: cost, architecture, power consumption, communication protocols, operating

systems, software programming, accessibility, memory, flexibility, reconfiguration capa-

bility, among others. The hardware must also have interfaces to ensure connections to

sensors, actuators, and communication with the surface station.

The development of software architectures for ROVs is a difficult labor [89] . The

software has several tasks, and according to Gutiérrez et al. [9] some of them are:

reading data from sensors, running the navigation system, updating commands from the

trajectory generator, executing control algorithms, commanding propellers, contacting

the surface station, among others. The ROV should be monitored from the surface

station using a human-machine interface, whose development depends on the variables

of interest and the tasks that are executed in the ROV.

7. OBJECTIVES

7.1. GENERAL OBJECTIVE

To simulate the low level control system for a remotely operated vehicle used for obser-

vation tasks in underwater environments.

7.2. SPECIFIC OBJECTIVES

• To obtain a mathematical model that represents the dynamic behavior of the re-

motely operated vehicle, in order to show its response to different inputs.

• To design the navigation system using a observer to integrate data from sensors
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and estimate the state of the vehicle.

• To select a control technique that stabilizes the state and allows the vehicle to

follow prescribed commands for different operation modes.

• To simulate the behavior of the low level control system, including the vehicle’s

mathematical model, the control technique, and the navigation system.

8. METHODOLOGY

This thesis seeks the development of a simulator for the low level control system of an

underwater remotely operated vehicle (ROV). The ROV that will be used for this thesis

is Visor3 (See Figure 8), an ROV developed at the Universidad Pontificia Bolivariana by

the Automation and Design (A+D) Group. Visor3 has four degrees of freedom: surge,

sway, heave, and yaw. The pitch and roll degrees of freedom were made naturally stable

by locating the center of mass below the center of buoyancy [9, 90]. To successfully

complete this work, the next methodology will be followed:

8.1. MATHEMATICAL MODEL OF THE ROV

The ROV’s mathematical model will be studied through a literature review that will

be done using databases, books, among others; a state of the art is expected at the

end of this phase. To build the mathematical model of the Visor3, some considerations

have to be taken into account: degrees of freedom, environmental considerations, fluid-

vehicle interaction, among others. Some parameters that appear in the vehicle-structure

interaction will be determined through experimentation and simulation, within a work

that is being developed by a person in the Jóvenes Investigadores program.
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Figure 8. Visor3 computer aided design (CAD) model.

8.2. NAVIGATION SYSTEM

The ROV’s navigation system will be studied through a literature review that will be

done using databases, books, among others; a state of the art is expected at the end

of this phase. To develop the navigation system, sensor dynamics, time response, and

noise characteristics will be studied. Then, the state of the vehicle will be defined,

by using variables such as position and attitude, velocity, among others. The goal of

the navigation system is to provide an estimation of the estate of the vehicle, through

measurements made with different sensors (IMU, magnetometer, depth, DVL, USBL,

etc.). To select the appropriate navigation system performance, accuracy of the state

prediction, and execution time will be considered. Finally, it will be implemented in

Matlab R©.

8.3. CONTROL SYSTEM

Control techniques for ROVs will be studied through a literature review that will be

done using databases, books, among others; a state of the art is expected at the end of
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this phase. Controllers for underwater vehicles are traditionally based on the equations

of motion derived by applying the Newtonian and Lagrangian formalism [91]. Several

approaches such as classical control, adaptive control, intelligent control, robust con-

trol, among others, will be considered. Two operation modes will be defined: planar

motion control, which consist in maintaining depth while the ROV is moving within the

horizontal plane; and depth control which is the opposite, while the ROV goes down

and up in the water, the system must maintain the same position in x-y (see Figure 9).

Algorithm’s performance, execution time, and complexity will be considered. Finally,

the simulation will be implemented using Matlab R©.

x

z

y

O

w (heave)

u (s
urge)

v (sway)

r (yaw)

p (roll)

q (pitch)

planar motion
control

depth control

Figure 9. Low level planar motion control and depth control.

8.4. SIMULATION

To simulate the behavior of the control system, a software platform will be implemented

using Matlab R©. The system will be tested in different scenarios, where different dis-

turbances such as oceans currents will be simulated. The simulator will allow one to

give commands to the ROV, such as movements in the plane, go down or up, or a

combination of both.
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9. JUSTIFICATION AND BENEFITS

Due to the high cost of the implementation and the time consumption to construct a

ROV, it is necessary to have a mathematical model that represents the dynamics of the

system. Having a mathematical model, allows one to predict the behavior of the vehicle

in different situations. With the mathematical model of the vehicle, several controllers

can be designed and tested, in order to verify the performance in different operation

modes such as stabilization, regulation or tracking.

The simulation platform will allow the user to test the performance of controllers and

observers for different scenarios, including disturbance and noise rejection. It can pro-

vide the basis for the manipulation performance analysis and support for control system

design [92].

10. SCOPE

At the end of this thesis, a simulation platform that includes Visor3’s mathematical

model, the navigation and control systems, will be obtained. This platform will be

implemented in Matlab R©, and will allow the users to change parameters in order to

evaluate the vehicle’s performance. The simulation will allow one to know variables

such as power requirements of the thrusters, behavior of the vehicle under the water,

among others.

The products expected at the end are:

• Master’s thesis document.

• A registered software.

• A paper to be summited to a peer reviewed journal.

25



11. BUDGET AND RESOURCES

Table 4 shows the budget and resources for the master thesis.

Table 4. Budget and Resources

Resources

Participation (thousand pesos) Disbursement

Student UPB Donation
Yes No

(New) (Existent)

Bibliography 120,00 600,00 - - 720,00

Stationery 50,00 - - 50,00 -

Equipment 2.000,00 3.000,00 - - 5.000,00

Transport 100,00 - - 100,00 -

Student work
- 18.000,00 - 18.000,00 -

600h @30.000 $/h

Advisor work
- - 3.750,00 - 3.750,00

50h @75.000 $/h

MatlabR© license - 200,00 - - 200,00

Academic degree 600,00 - - 600,00 -

SUBTOTAL 2.870,00 21.800,00 3.750,00 18.750,00 9.670,00

Unforeseen
287,00 2.180,00 375,00 1.875,00 967,00

events (10%)

TOTAL 3.157,00 23.980,00 4.125,00 20.625,00 10.637,00
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12. SCHEDULE

Table 5 shows the timeline for the master thesis work.

Table 5. Master thesis time-line

Activity \ Month Jun Jul Aug Sep Oct Nov

Kinematic analysis ROV

Equation of motion

Model simulation

Observer design

Control strategy

Full system simulation

Master thesis writing

Master thesis defense
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