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Abstract 

 
The development of nanotechnology for the industry has been 

noticeable in recent years given the possibility of improving the 

functions of materials. In sectors of great importance, such as 

pharmacological, food and cosmetic sectors, research projects have 

been implemented in order to improve the characteristics of these 

consumer products. 

 
Althought there are currently published researches on the application of 

nanotechnology, a vast field remains to be explored to understand how 

the matter behaves in the nanoscale in an integral way. It exists a gap of 

considerable knowledge about the biological behavior of nanosystems 

and therefore their efficient development and regulation to safeguard 

public safety. 

 
This thesis is focused on the design of nanosystems. It is intended to 

know the components that can best integrate a nanosystem through the 

development of predictive models. The use of in silico methods gives 

information of the design of the nanosystems and is alligned to the green 

chemistry principles. These predictions can be used to complement the 

information provided and analyzes the agencies that ensure public 

safety, both in the European Union and abroad. The development of 

models for different types of nanosystems as well as regulatory 

exploration has resulted in six research articles collected in this 

research. 

 
First, an exploration was carried out on the regulation of nanomaterials 

in the context of the European Union. It started with the reference 

regulation in the field of nanotechnology, such as European Regulation 

1223/2009 on cosmetics. Subsequently, the study of food regulations 

and the analysis of how nanotechnology is regulated continued. To 

conclude the first part, a study was also carried out on the regulation of 

nanotechnology in the field of pharmacology and the role of Machine 
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Learning. 

 
Once the regulatory field has been explored and the difficulty in 

drafting and enforcing a nanotechnology regulation, predictive models 

are proposed to help design nanosystems and to complement 

information to make decisions for risk management. The chosen 

nanosystems incorporate vitamin derivatives given their importance in 

the state of the art and the challenge posed by the creation of more 

complex systems but with great potential for improvement from the 

biological point of view. Initially a model for vitamin derivatives is 

developed. After, model of nanosystems consisting of metal oxide 

nanoparticles with surface agent and the vitamin derivatives. Third, a 

model for the prediction of biological activities of anticancer 

nanosystems is developed. Fourth, the previous model is improved 

using Machine Learning techniques 



IX 

 

 

Resumen 

 
El desarrollo de nanotecnología para la industria ha sido notorio en los 

últimos años dada la posibilidad de mejorar las funciones de los 

materiales. En sectores de gran importancia, como el farmacológico, 

alimenticio y cosmético se ha diseñado y ejecutado proyectos de 

investigación que mejoren las características de estos productos de 

consumo. 

 
Actualmente existen investigaciones sobre la aplicación de la 

nanotecnología, sin embargo, un vasto campo queda por explorar para 

entender cómo se comporta la materia en la nanoescala de manera 

integral. Una laguna de conocimiento considerable sobre el 

comportamiento biológico de los nanosistemas y por tanto su eficiente 

desarrollo y regulación para salvaguardar la seguridad pública. 

 
Esta tesis está enfocada al diseño de nanosistemas. De esta forma se 

pretende conocer los componentes que mejor pueden integrar un 

nanosistema mediante el desarrollo de modelos predictivos. Dichas 

predicciones pueden ser utilizas para complementar la información 

entregada y analiza a las agencias que velan por la seguridad pública, 

tanto de la Unión Europea como fuera. El desarrollo de los modelos 

para diferentes tipos de nanosistemas así como la exploración 

regulatoria ha resultado en seis art´ıculos de investigación recogidos en 

esta investigación. 

 
En primer lugar, se realizó una exploración sobre la regulación de los 

nanomateriales en el contexto de la Unión Europea. Se comenzó con la 

regulación de referencia en el ámbito de la nanotecnología, como es el 

Reglamento Europeo 1223/ 2009 sobre cosméticos. Posteriormente, se 

continuó con el estudio de las regulaciones en materia de alimentos y el 

análisis de cómo se regula la nanotecnología en la Unión Europea. Para 

concluir la primera parte, se adelantó igualmente un estudio sobre la 

regulación de la nanotecnología en el campo de la farmacología y el 
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papel del Machine Learning en el mismo contexto de referencia. 

 
Una vez explorado el campo regulatorio e identificada la dificultad para 

redactar y hacer cumplir una regulación dada la falta de información, se 

proponen modelos predictivos que ayuden a diseñar nanosistemas y 

para complementar información con la que tomar decisiones para la 

gestión del riesgo. Los nanosistemas elegidos incorporan derivados de 

vitaminas dado su importancia en el estado del arte y por el reto que 

supone la creación de sistemas más complejos, pero con gran potencial 

de mejora desde el punto de vista biológico. Inicialmente se desarrolla 

un modelo para derivados de vitaminas. A continuación, se presenta un 

modelo de nanosistemas conformados por nanopartículas de oxido 

metálicos con agente superficial y el derivado de la vitamina. En tercer 

lugar, se desarrolla un modelo para la predicción de actividades 

biológicas de nanosistemas anticancerígenos. En cuarto lugar, se 

mejora el modelo anterior utilizando diferentes técnicas de Aprendizaje 

Automático. 
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Nothing in life is to be feared, it is only to be understood. 

Now is the time to understand more, so that we may fear 

less. 

Marie Curie.  
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1) Introduction 
 

 

Machine learning (ML) techniques have played a remarkable role in the development of 

nanotechnology science; Brown et al.1 highlight three significant interactions between 

nanoscience and ML: 1) a method to infer knowledge from large nanoscience datasets, 2) 

application to material discovery and optimized experimental design and 3) for hardware 

development. For instance, Xie et al.2 showed how ML can contribute to the search for optimal 

reaction parameters. Specifically, they were able to develop a model by applying XGboost with 

more than 90% of accuracy for crystallization propensity of metal–organic nanocapsules 

(MONCs). Sun et al.3 could infer the transfer of electrons of silver nanoparticles by using a 

principal component analysis and 3 layers artificial neural network with a 93% of the testing 

subset. These are examples, among many others, of the relevant development of ML in 

nanoscience field in recent years. 

 
Nanotechnology, as transversal technology, is provoking promising studies in different fields. 

However, one of the most important impacts is happening in the developments on 
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pharmaceutical discoveries. Concretly, there is a very promising type of nanosystem that has 

attracted the attention of research projects: cancer co-therapy drug-vitamin release nano- 

systems (DVRNs).4 These nanosystems, apart from the anticancer compound, include vitamins 

or vitamin derivatives. These compounds and the nanosystem helps for reduction of cancer 

fatigue and drug delivery.5 However, in terms of design, they are challenging given the possible 

combinations of the compounds that integrate them. In this context, screening all combinations 

by using in vivo or in vitro studies is expensive and time-consuming. 

 
To develop more efficient studies, we will be developing models with Perturbation Theory 

Machine Learning (PTML). As a technique of ML, this technique includes the combination of 

ML with foundaments of Perturbation Theory. So, when preprocessing the different datasets, 

we can create a reference function of the expected biological activity taking into consideration 

the assays with the same assays. Then we also develop Perturbation Theory Operators (PTO) 

with which we add the perturbation to the system. We are able to infer knowledge from datasets 

that have a remarkable number of labels, and solve the challenge of characteristics of big data 

such as high volume, velocity and variety. The PTML method has been applied in different 

fields. For instance, Simón-Vidal 6 applied PTML in order to build a model by applying 

General Linear Regression able to predict the yield of reactions. Da Costa et al. 7 used PTML 

method to predict drug-protein predictions. To do so, they run different algorithms such as 

ANN or RF. Bediaga et al. applied LDA and ANN for the discovery of desirable anticancer 

compounds taking as reference ChEMBL information. The resulting model has more than 

Sp(%) more than 90%. These are some examples of the application of PTML to develop 

cheminformatics studies. They are significant advances, among others.8–14 

 
The application of ML methods gives us more information about the design of nanosystems. 

We can identify patterns or simply predict the most desirable compound or system. This is 

actually a significant advance of materials science, biology, chemics, pharmacology and food 

science. It implies not only improvements and saving of costs and time, but also it is aligned 

with the principles of green chemistry. Especially the the Rs principles: Reduce, Replace and 

Refine the studies that involve animal experimentations. 



3 

 

 

 

 

The fact that we can have more information about determine nanomaterials, provides of more 

knowledgment for risk management. The regulation of nanotechnology is different in every 

country, although there is harmonization by soft law or hard law, in regions such as the 

European Union. The processes to authorize new products including nanomaterials have been 

in recent years challenging given the lack of information. The possibilities in terms of design 

of nanomaterials are high and we still need to generate more information. In vitro and in vivo 

results are the most important guide we need to focus on, however predictions though machine 

learning permit a more efficient and green process. 

 
This study does an initial exploration of the difficulties, especially technological, to regulate 

and apply the regulation in the European Union context, where possibly the development of 

this kind of regulations have presented an advanced state. Then, we explore the the necessity 

of new models to predict new vitamin derivatives and new complex nanosystems. Regarding 

the new nanosystems, we start with metal oxide nanosystems with vitamin derivatives. Then, 

we study non metal oxide nanosystems to deliver anticancer compounds. Finally, we pose an 

approach with non metal oxide nanosystems with anticancer compounds and vitamins 

information, to predict desirable nanosystems. 

 
Hence, this study is a contribution to the development of nanosciences and materials science. 
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1.1 Thesis Statement 

 
This dissertation provides on one hand, an analysis of the nanotechnology regulation in the 

European Union context for cosmetic, food and pharmacology sectors. This analysis shows 

how this regulation provides specific conditions for materials on nanoscale. These provisions 

are challenging in cases when the current state of art is not able to determine the biological 

activity. In terms of risk management, agencies and European Commission must make a 

decision to authorized nanomaterials. The regulation does not close the door to apply Machine 

Learning techniques to know more about nanosystems design process and decide accordingly. 

 
On the other hand, we provide models able to predict which compounds of nanosystems and 

vitamin derivatives that are desirable, taking into consideration heterogeneous data with 

thousands of multi-condition biological assays. These systems are used, mainly, for deliver of 

nutraceuticals and drugs. The positive performance of the models is shown by a high level of 

prediction, in terms of specificity and sensitivity, like it has not been seen in the state of art 

before this research. 
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1.2 Main research objectives 

 
This research addresses the following main objectives to achieve the statement presented in the 

previous section: 

 
1. To propose a systematic analysis of the relevance of these models for the application of 

European food regulations. 

 
2. To create a model by applying PTML method to predict the biological activity of 

vitamin derivatives. 

 
3. To develop a model by applying PTML method to predict the biological activity of 

components of nanoparticles systems. 
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1.3 Research methodology 

 
First Objective 

 
The systematic research of European food regulation will be carried out through 

a dogmatic legislative study. To this end, the applicable European regulations 

will be analyzed to detect problems in application terms. Consequently, it will 

be assessed to apply predictive models to achieve a greater public safety. 

 
Second Objective 

 
Vitamin Data Pre-processing. The data points for vitamins pre-clinical assays 

are obtained from preclinical assays registered in ChEMBL database. Each pre- 

clinical assay includes a result of the value vijvit of the biological activity that 

the ith vitamin presents over the jth target. Specifically, vijvit varies depending 

on the structure of the each vitamin and the combination of the assay conditions 

cjvit = (c0vit, c1vit, c2vit, …cnvit). Vitamin assay conditions are c0vit = the 

biological activity vijvit, c1vit = organism of assay, c2vit = target protein, etc. 

In order to create the PTML model, we discretize vijvit to create a binary 

classification taking into consideration every biological activity and its 

respective cutoff taken from literature. 

 
PTML model. Classification techniques are used given the purpose of the 

model to predict a desirable biological effect. The model lets us predict a scoring 

function for the vitamin or vitamin derivative vi combinatorial assay conditions. 

This PTML model takes into consideration vitamins derivatives assay 

conditions. We propose a linear PTML model in order to predict the biological 

activity and/or classify vitamin derivatives as desirable or not desirable. 
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Third Objective 

 
Nanoparticle Data Pre-processing. The data for nps assays is obtained from 

literature. As in the case of vitamins, each preclinical assay includes a result of 

the value vijnp of the biological activity that the ith nps presents used over the 

jth target. Nps assay conditions are c0nm = the biological activity vijnm, c1nm 

= cell line, c2nm = shape, etc. By analogy, we also proceed with the 

discretization of the vijnp to create a binary classification taking into 

consideration every biological activity and its respective cutoff taken from 

literature. Given that the database includes coated nps, there are descriptors for 

the core of the np Dicore and the coating agent Dicoat. 

 
Vitamin-Nanoparticle Information Fusion. For this model, an information 

fusion of the results of nps tests and vitamins tests is needed, with different 

conditions for each set. We also apply a discretization for the pairs. The variable 

f(vijvit, vijnp)expt is a function that includes the expected value of biological 

activity for a pair (vitamin-np), without the perturbation, with vectors of assay 

conditions for every combination of vitamin and nanoparticles experimental 

conditions and f(vijvit, vijnp)calc takes into account the perturbation. 

 
PTML Model. In this case, the model lets us predict a scoring function for the 

vitamin or vitamin derivative vijvit and the npi in the combinatorial assay 

conditions taking into consideration vitamins assay conditions and nps assay 

conditions. We propose a linear PTML model in order to predict the biological 

activity and/or classify pairs (vitamin-np) as desirable or not desirable. 

 

1.4 Publications 

 
This thesis is a collection of seven papers. The connection between these 

publications and research objectives are presented in Figure 1. 
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Figure 1. Relationship between the research objectives and publications. 
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Cabello, R. S., Rojo, P. G., & Zuluaga, R. (2019). Lessons from the European 
Regulation 1223 of 2009, on Cosmetics: Expectations Versus Reality. 
NanoEthics, 13(1), 21-35. DOI: https://doi.org/10.1007/s11569-019-00335-6 

 
 

Nanoethics JCR IF (2018): 1.359 

 
 

Q1 in History and Philosophy of Science 

Q2 in InManagement of Technology and Innovation 

 

1.4.1 Paper I 

 
Paper I is titled “Lessons from the European Regulation 1223 of 2009, on 

Cosmetics: Expectations Versus Reality” and it has been published in a JCR-Q1 

journal (Nanoethics). The aim of this paper is to conduct an analysis of the 

application of the specific rules of nanotechnology incorporated in Regulation 

No. 1223/2009 of the European Parliament and of the Council of 30 November 

2009 on cosmetic products. It has been ten years since the European 

Commission had issued its proposal to start the co-decision procedure to create 

Regulation 1223 of 2009. Although it has been praised for noting the regulatory 

difference of nanomaterials over the rest of the chemicals, what has been the 

efficacy of the standard? It is concluded that despite what it meant, the regulation 

has encountered technical obstacles, thus rendering the objectives relating to 

nanotechnology that were proposed from the European Commission unfulfilled. 

 

 

1.4.2 Paper II 

 
Paper II is titled “Machine Learning as proposal for a better application of food 

nanotechnology regulation in European Union” and it has been published in a 

JCR-Q1 journal (Current Topics in Medicinal Chemistry). It presents an 

exploration of European Union Regulation for food incorporating 

nanotechnology. Given the current gaps of scientific knowledge and the need of 
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Santana, R., Onieva, E., Zuluaga, R., Duardo-Sánchez, A., & Gañán, P. (2020). 

Machine Learning as a Proposal for a Better Application of Food 

Nanotechnology Regulation in the European Union. Current Topics in 

Medicinal Chemistry, 20(4), 324-332. 

 
DOI: 10.2174/1568026619666191205152538 

Current Topics in Medicinal Chemistry JCR IF (2018): 3.442 

Q1 in Drug Discovery 

 

efficient application of food law, this paper makes an analysis of principles of 

European food law for the appropriateness of applying biological activity 

Machine Learning prediction models to guarantee public safety. 

 

1.4.3 Paper III 

 
Paper III is titled “The role of Machine Learning in centralized authorization 

process of Nanomedicines in European Union”, and it has been admitted in a 

JCR-Q1 journal (Current Topics in Medicinal Chemistry). It presents an 

exploration of European Drug Regulation for drug incorporating 

nanotechnology and how guidances can help apply centralized authorization 

process in European Union, by incorporating Machine Learning methods such 

as PTML. 
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1.4.4 Paper IV 

 
Paper IV is titled “PTML Model of ChEMBL Compounds Assays for Vitamin 

Derivatives” and it has been published in a JCR-Q1 journal (Combinatorial 

Science). Through this study, we propose a PTML combinatorial model for 

ChEMBL results on biological activity of vitamins and vitamins derivatives. The 

linear discriminant analysis (LDA) model presented the following results for 

training subset a: Specificity (%) = 90.38, sensitivity (%) = 87.51, and accuracy 

(%) = 89.89. The model showed the following results for the external validation 

subset: specificity (%) = 90.58, sensitivity (%) = 87.72, and accuracy (%) = 

90.09. Different types of linear and nonlinear PTML models, such as logistic 

regression (LR), classification tree (CT), näive Bayes (NB), and random Forest 

(RF), were applied to contrast the capacity of prediction. 

Santana, R. et al., The role of Machine Learning in centralized authorization 

process of Nanomedicines in European Union. 

 
Admitted in Current Topics in Medicinal Chemistry. 

Current Topics in Medicinal Chemistry JCR IF (2018): 3.442 

Q1 in Drug Discovery 
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Santana, Ricardo, et al., Predicting Coated-Nanoparticle Drugs Release Systems 

with Perturbation-Theory Machine Learning (PTML) Models, Nanoscale, vol. 

12, pp. 13471-13483. 

 
DOI: https://doi.org/10.1039/D0NR01849J 

Nanoscale JCR IF (2018): 6.970 

Q1 in Materials Science, Nanoscience and Nanotechnology 

 

 
 

 

1.4.5 Paper V 

 
Paper V is titled “Predicting Coated-Nanoparticle Drugs Release Systems with 

Perturbation-Theory Machine Learning (PTML) Models” and published in a 

JCR-Q1 journal (Nanoscale). we combine Perturbation Theory and Machine 

Learning (PTML algorithm) to train a model that is able to predict the best 

components (NP, coating agent, and drug) for Nanoparticle Drug Delivery 

Systems (DDNS) design. In so doing, we downloaded a dataset of >30 000 

preclinical assays of drugs from ChEMBL. We also downloaded a nanoparticle 

dataset formed by preclinical assays of coated Metal Oxide Nanoparticles 

(MONPs) from public sources. 

 

Santana R. et al., PTML Model of ChEMBL Compounds Assays for Vitamin 

Derivatives, Combinatorial Science, vol. 22, no. 3, pp.129-141. 

 
DOI: 10.1021/acscombsci.9b00166 

Combinatorial Science (2018): 3.2 

Q1 in Chemistry & Medicine 
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Santana, R. et al., Designing nanoparticle release systems for drug–vitamin cancer 

co-therapy with multiplicative perturbation-theory machine learning (PTML) 

models, Nanoscale, vol. 11, no. 45, pp. 21811-21823. 

 
DOI: https://doi.org/10.1039/C9NR05070A 
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1.4.6 Paper VI 

 
Paper VI is titled “Designing nanoparticle release systems for drug–vitamin 

cancer co-therapy with multiplicative perturbation-theory machine learning 

(PTML) models” and it has been published in a JCR-Q1 journal (Nanoscale). It 

presents a PTML model able to predict biological activity of drug–vitamin 

release nano-systems (DVRNs). The best PTML model found showed values of 

specificity, sensitivity, and accuracy in the range of 83–88% in training and 

external validation series for >130 000 cases (DVRNs vs. ChEMBL data pairs) 

formed after data fusion. To the best of our knowledge, this is the first general 

purpose model for the rational design of DVRNs for cancer co-therapy. 

 

 

 

 

 

1.4.7 Paper VII 

 
Paper VII is titled “PTML Model for Selection of Nanoparticle, Anticancer 

Drug, and Vitamin in the PTML Model for Selection of Nanoparticle, 

Anticancer Drug, and Vitamin in the Design of Drug-Vitamin Nanoparticle 

Release Systems for Cancer Co-Therapy”. It has been sent a JCR-Q1 journal 
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Santana, Ricardo, et al., PTML Model for Selection of Nanoparticle, Anticancer 

Drug, and Vitamin in the Design of Drug-Vitamin Nanoparticle Release Systems 

for Cancer Co-Therapy, Molecular Pharmaceutics, vol. 17, no. 7, pp. 2612–2627 

 
DOI: https://doi.org/10.1021/acs.molpharmaceut.0c00308 

Molecular Pharmaceutics JCR IF (2018): 4.396 

Q1 in Drug Discovery 

 

(Molecular Pharmaceutics). It presents a PTML model able to predict biological 

activity of drug–vitamin release nano-systems (DVRNs) using metric-based 

PTOs and then another model that incorporates information of the anticancer 

drug and the vitamins inside the DVRNs. We expressed all this information with 

perturbation theory operators and developed a qualitatively new PTML model 

that incorporates information of the anticancer drugs. This new model presents 

96–97% of accuracy for training and external validation subsets. Furthermore, 

we carried out a comparative study of ML and/or PTML models published and 

described how the models we are presenting cover the gap of knowledge in terms 

of drug delivery. 
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1.5 Outline 

 
This thesis is composed by 8 chapters. Apart from introduction and general 

conclusions, each of those chapters summarizes the publication that is dedicated 

to develop the issue in the context of the research. Each publication is self- 

contained. Therefore, each of them includes state-of-the-art, proposes its 

research questions, and describes the methodology that it applies, to solve gap 

of knowledge related to the biological behavior of the components of 

nanosystems. 

 
After this introduction (Chapter 1), chapter 2, 3 and 4 present an exploration of 

the European regulation for cosmetic, food and drug sectors, respectively. 

Chapter 5 proposes a PTML m odel for vitamin derivatives. Chapter 6, presents 

a PTML model for nanosystems composed by metal oxide nanoparticles with or 

without coating agent and derivative vitamin. Chapter 7 shows a PTML model 

for nanosystems that include a non metal oxide nanoparticle and vitamin 

derivatives. Chapter 8 presents a PTML model for non metal oxide 

nanoparticles, with the information of the anticancer drug, and vitamin 

derivative. 

 
The papers presented in this dissertation are appended at the end of each chapter. 
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Equipped with his five senses, man 

explores the universe around him and 

calls the adventure Science 

Edwin Hubble 

 

 

 

 

CHAPTER 

 

 

 

 

 

 

 

 

 

 

 

 

2) European Nanotechnology 

Regulation (Cosmetic 

sector) 
 

Over the last year, the growth of the use of nanomaterials in products has been 

notable. The sector of cosmetics, food and drugs has shown how different 

nanomaterials can be incorporated in order to improve their different functions. 

European Regulation 1223/2009, regulates cosmetics that use nanotechnology 

to improve characteristics. It does special focus on the safety of these products. 

In this chapter, we present an exploration of cosmetic regulation, to show the 

efficacy of this regulation in the European context. 

 
The methodology applied is a systematic study of the Regulation 1223/2009 to 
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infer the principles in which it is based to analyze the application of the control 

on the cosmetics market in the European Union. 

 
As result, we identified nanomaterials that have been applied in nanotechnology 

industry that have not been approved as nanomaterials according to Regulation 

1223/2009. In Figure 2, we observe the number of mentions, which are 

categories of cosmetics in which the nanomaterials have been used for colorant 

purposes. We can observe the greater use of Silver, Titanium Dioxide and 

Carbon Black. 

 

 

Figure 2.- Nanocolorants used in European Union in the different types of cosmetic products. 

Information based on the catalogue reported by the EC (Version 1 (31.12.2016)) 

 
In Figure 3 and Figure 4, we find the nanomaterials that have been used UV 

Filters and other purposes, respectively. For better UV filter, the use of Titanium 

Dioxide and Zinc Oxide. 
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Figure 3.- NanoUV-filters used in European Union in the different types of cosmetic products. 

Information based on the catalogue reported by the EC (Version 1 (31.12.2016)) 
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Figure 4.- Nanomaterials with other functions used in European Union in the different types of 

cosmetic products. Information based on the catalogue reported by the EC (Version 1 

(31.12.2016)) 
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Through this chapter we study how nanomaterials are regulated, the conditions 

they must fulfil to be approved. Once we explore that, we analyse if the approved 

nanomateris correspond with the nanomaterials that are circulating in the 

market. 
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Abstract The aim of this paper is to conduct an analysis of the application of the specific 

rules of nanotechnology incorporated in Regulation No. 1223/2009 of the European 

Parliament and of the Council of 30 November 2009 on cosmetic products. It has been 

ten years since the European Commission had issued its proposal to start the co-decision 

procedure to create Regulation 1223 of 2009. Although it has been praised for noting the 

regulatory difference of nanomaterials over the rest of the chemicals, what has been the 

efficacy of the standard? It is concluded that despite what it meant, the regulation has 

encountered technical obstacles, thus rendering the objectives relating to nanotechnology 

that were proposed from the European Commission unfulfilled. This finding is inferred 

through legal dogmatic methodologies and the identification of nanomaterials that have 

not been expressly approved. Nevertheless, products incorporating nanomaterials still 

circulate in the European market. The precepts about nanotechnology in the regulation 

should be reviewed because technical inconsistencies should be avoided in future 

regulations or applicable regulations in contexts other than Europe. Such inconsistencies 

exist with respect to the high level of protection of human health that should be ensured 

and the provisions intended to protect consumer safety. For instance, the catalog of 

nanomaterials in circulation does not indicate the materials that have been approved or 

their toxicological profiles. To date, no comparison studies have been presented between 

the expectations and legislative objectives set as embodied in the regulation and debated 

in the European Parliament involving the actual efficacy of this regulation. 

Keywords Nanomaterials . Cosmetics . Regulation . Toxicity 

 
Introduction to Nanotechnology and Regulation 

Nanotechnology is a revolution in many sectors because of its intense and extensive 

development, especially in recent years [1–5]. As a cross-cutting technology, it is able to 

improve the materials involved in different processes, thereby giving rise to products that 

could only be created by the imagination years ago. Although the possibilities for 

sophistication and refinement of functionalities are high in the near future, to date, there 

is a significant range of nanomaterials incorporated in products that circulate in a cross- 

border manner in terms of jurisdiction and market [6]. These nanomaterials will be shown 

in the section “Commercialized Nanomaterials vs Regulated Nanomaterials”. Academia 

and European legislative institutions coordinate efforts to implement the most accurate 
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regulation [7]. Although the challenges presented by the regulation of nanotechnology 

have a worldwide dimension, this article focuses on the European context [8]. It is 

possible to adopt different models, as in the case of the USA, which is very dissimilar 

from the European context. The US Food and Drug Administration (FDA) issued a Final 

Guidance for Industry: Safety of Nanomaterials in Cosmetic Products, which states that 

“the current framework for safety assessment sufficiently robust and flexible to be 

appropriate for a variety of materials, including products containing nanomaterials” [9]. 

Although there is no doubt about the benefits of nanomaterials given their 

physicochemical properties, there is a significant lack of information on the adverse 

effects both in humans and in the environment [10], mainly given the complexity to 

develop toxicological profiles of the different nanomaterials in specific environments. 

Researchintothetoxicology ofnanomaterials has increased profusely in recent years, and 

more information is available, especially in relation to toxicity testing methods and life 

cycle assessment [11]; however, studies to address challenges, such as universal aerosol 

sampler for airborne nanostructured materials, instruments to monitor waterborne 

engineered nanomaterials or “smart sensors” that indicate potential harm, have shown 

poor progress over the last ten years [12]; in addition, the tendency of nanoparticles to 

form agglomerates and the obstacles to isolating nanomaterials from colloidal systems 

among other aspects make it difficult to know the real effects of the nanomaterials in each 

cosmetic material [11]. 

In terms of regulations, there is still a long way to go, although the number of explicit 

regulations for nanotechnology has been increasing at the European level since the 

publication of the influential [13] Royal Academy of Engineering’s (RS/RAEng) report 

about nanoscience and nanotechnologies: 

We recommend that regulatory bodies and their respective advisory committees 

include future applications of nanotechnologies in their horizon scanning 

programmes to ensure any regulatory gaps are identified at an appropriate stage 

[14]. 

Regulation No. 1223/2009 (from now on: the regulation) is the first normative instrument 

that includes provisions designed to regulate nanotechnology expressly at national, 

international, or supranational level [15] with the understanding that it must be a 

differentiated legal object from the rest of chemical substances [16]. The justification by 
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which its scope is limited to cosmetic products is that there were, at that time, great 

expectations in the involvement of this sector, and subsequent European regulations 

provided nanospecific frameworks for other sectors, such as Regulation No. 1169/2011, 

Regulation (EU) No. 10/2011, Regulation (EU) No. 10/2011, and Regulation (EU) No. 

1215/2012 [13], which were created to improve the performance of its products with 

incorporated nanotechnology. These expectations were met. In the year 2011, the market 

for cosmetic and personal care products containing nanomaterials was estimated at 

US$17 billion out of the US$375 billion cosmetic and personal care industry worldwide 

market ([17], 36). Article 16 of the regulation states that a high level of protection of 

human health would be ensured with regard to cosmetic products incorporating 

nanomaterials. 

This regulation corresponds to an update of cosmetic standards in the European Union 

after 35 years. The different stages of the co-decision procedure, a decision-making 

procedure that was replaced through the Lisbon Treaty by the current ordinary legislative 

procedure that gave rise to the regulation, were very significant because of the 

predisposition on the subject of nanomaterials of the European institutions involved, 

especially the European Parliament (EP). 

Although it was conceived at the time as a normative success, the statements of 

Members of the European Parliament (MEPs) call into question whether it is currently 

fulfilling its objectives, as they had been defined ten years ago. In particular, the next 

question must be answered: Did it meet the objectives proposed, bearing in mind that the 

principle of a high level of protection of human health is crystallized in Article 16? 

European Regulation No. 1223/2009 

 
Gestation and Objectives of the Regulation 

 
This section presents an analysis of the genesis and the specific objectives of the 

regulation concerning the standards related to nanotechnology. 

The main purpose of the regulation was to harmonize and recast the Council Directive 

76/768/EEC of 27 July 1976 and its subsequent 55 revisions [18]. Thus, within the 

framework of the “Community Lisbon Program: A strategy for the simplification of the 



27 

 

 

regulatory environment”, as well as within the strategy of the Annual Commission Policy 

in 2007, approximately 3500 pages of regulation in all Member States as a result of the 

transposition of this Directive and its subsequent amendments, would become one 

regulation. 

The European Commission took the first step on 5 February 2008 when the proposal 

for a regulation (from now on: the proposal) was presented [19] to the EP and the Council 

of the European Union (CEU) under the leadership of Günter Verheugen who was 

responsible for preparing the Committee’s work on the subject. The European 

Commission was aware of the appropriate opportunity to incorporate substantial changes 

to improve safety standards and the efficiency of administrative processes. The 

substantive changes that were presented through the proposal were those related to the 

introduction of definitions, glossary of ingredients, safety assessments, reinforcement of 

market control, regulation of carcinogenic, mutagenic, or toxic for reproduction 

substances (CMR), among others. 

The Commission staff working paper accompanying the proposal included the 

following objectives [20]: 

Objective 1. To remove legal unclarities and inconsistencies. These inconsistencies 

can be explained by the high number of amendments (55 to date) and the complete 

absence of any set of definitions. This objective also includes several measures to 

facilitate management of the Cosmetics Directive with regard to implementing 

measures. 

Objective 2. To remove divergences in national transposition which do not 

contribute to product safety but add to the regulatory burden and administrative 

costs. 

Objective 3. To ensure that cosmetic products placed on the EU market are safe in 

the light of innovation in this sector. 

Objective 4. To introduce a possibility in exceptional cases to regulate CMR 1, 2 

substances on the basis of their actual risk. 

However, the Commission staff emphasized that these objectives must not [20]: 

 
– compromise the high level of product safety in this sector today (adverse effect 1); 

– lead to changes to the arrangements for phasing out animal testing (adverse effect 

2); 
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– have a negative impact on the functioning of the internal market for cosmetic 

products (adverse effect 3); and 

– create unnecessary differences from the regulatory frameworks in non-EU states 

(adverse effect 4). 

 
The proposal did not mention nanomaterials concerning the adverse effect 4. This 

aspect is important because to ensure technological development, an adequate and 

predictable regulatory framework must be ensured. In the same year (2008), the European 

Commission issued a communication stating the following: “Current legislation covers 

in principle the potential health, safety and environmental risks in relation to 

nanomaterials” [21]. However, in the Commission staff working paper, problems that 

should be addressed through the new regulation were identified: (1) legal 

unclarities/inconsistencies and burdensome management of the Cosmetics Directive; (2) 

incoherent and resource-intensive transposition without adding value; (3) ensuring the 

safety of cosmetic products in the light of innovation; (4) addressing substances classified 

as CMR 1 and 2 by considering, in exceptional cases, safe exposure limits. The 

Commission staff working paper refers to the problem of nanomaterials in the following 

terms: 

Use of known ingredients in nanosizes: Future innovation is likely to be based on 

new physical characteristics of existing substances: the most prominent example is 

the use of particles in micronised forms. Micronised particulars are presently in use 

as physical UV-filters. As such, their use in cosmetic products has to be authorised 

by the European Commission. However, other uses in other types of cosmetic 

products cannot be excluded in the future [20]. 

The preceding paragraph leads to the conclusion that in the European Commission, 

possible challenges associated with the technology based on nanomaterials were 

identified. On the same terms, the European Economic and Social Committee gave an 

opinion [22] on the relevance of the new regulation, noting the potential economic impact 

of developing new methods of monitoring and evaluating chemicals in cosmetics with 

small- and medium-sized enterprises which would generate transaction costs difficult to 

afford by small- and medium-sized enterprises in the European market. However, this 

opinion does not address the need to regulate nanomaterials expressly. 



29 

 

 

Once the proposal was presented to the EP, the parliament’s committee to deal with 

the matter was the Committee on the Environment, Public Health and Food Safety (from 

now on: ENVI). On 26 February, Dagmar Roth-Behrendt was appointed as rapporteur 

[23]. 

On 8 December 2008, ENVI approved the document with 44 votes in favor, zero 

against, and zero abstentions with the necessary amendments to be submitted for approval 

by the EP [23]. Among the main amendments are those relating to nanotechnology. In 

the explanatory memorandum of the document presented by ENVI, the regulation of 

nanomaterials was justified as follows [23] 

Already today nanomaterials are part of many products on the market. In 2006, the 

Commission estimated the amount of cosmetic products containing nanoparticles 

of approximately 5% 

There is a wide range of definitions what is to be called a nanomaterial which 

mostly refer to the size of the substance. To avoid legal uncertainty, it is important 

to make sure what is meant by nanomaterial. Therefore, the rapporteur introduces 

a definition to this regulation which is based on a definition developed by the SCCP 

(Scientific Committee on Consumer Products) in December 2007. 

Because of their small size, nanomaterials contain special and very positive 

characteristics but, at the same time, new risks can be created. Therefore, these 

products should be evaluated by the SCCP on the basis of a nanospecific safety 

assessment prior to their placing on the market to ensure the safety for consumers. 

The rapporteur suggests the introduction of a transitional period for existing 

products, which contain nanomaterials. 

Nanomaterials that are used as colorants, preservatives, and UV-filters are already 

covered in Annex IV, V and VI of this regulation and already have to be positively 

listed by the Commission after consultation with the SCCP. 

To ensure the safety of cosmetic products, an evaluation by the SCCP for all 

products containing nanomaterials should be required. The rapporteur therefore 

tables amendments which introduce a congruent procedure for all nanomaterials. 

As the research on nanomaterials is still progressing, the Commission is requested 

to regularly review this regulation in the view of nanomaterials [23]. 

The next step taken during the process of creating the regulation was the debate generated 

in the EP. During the discussion session of 23 March 2009, one day before the vote, the 

MEPs added interesting aspects of nanomaterials as specific objects regulated in the 

proposal and the proposed objectives. These aspects are summarized in Table 1. 
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The parliamentary approval was given in the first reading on 24 March 2009 with a 

large majority (633 votes to 29, with 11 abstentions) [25]. The regulation would finally 

have the signature of the President of the EP and the CEU on 30 November 2009 [26]. It 

must be mentioned that no further conclusions should be drawn from the fact of the ENVI 

propoal being approved on the first reading because during the period from July 2009 to 

June 2014, 85% of the ordinary legislative procedures ended in the first reading [27]. 

As noted in the interventions in the EP, despite initial discrepancies, especially with 

regard to labeling and the reporting system of nanomaterials, the ENVI proposal was well 

received by the different parties, with the consideration that nanomaterials should be 

regulated and, as the result of such regulation, consumer safety would increase [24]. 

Considerations About Consumer Safety 

 
Regarding the regulation of nanomaterials through the regulation, we can highlight the 

following provisions related to the increase in consumer safety: 

Under the terms of the right of consumer information, the nanoscale of the 

incorporated material must be included on the label (article 19 of the regulation) [16]. 

The word “nano” must precede the name of the material. In this way, the consumer will 

be able to know the characteristics of the product that he is acquiring. However, 

additional research about the effectiveness of these labels referring to nanotechnology is 

needed. 

The consumer’s right to information translates into an obligation assumed by the 

producer to provide information on the ingredients of a product. In this way, the 

consumer may be warned so that he can manage his consumption according to his needs. 

Thus, the institutions promote responsible consumption and adequate risk management. 

As will be seen below, the number of cosmetics not approved by the European 

Commission and circulating in the market is significant. If one of the few nanomaterials 

approved by the European Commission is included on the label of a product, the 

consumer has no way to check how that nanomaterial reacts with the rest of the 

ingredients. In short, the consumer has the information of the scale of the material that is 

incorporated into the product but still has little information on how that nanomaterial 
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behaves in that product or on the advantages and disadvantages of adding a specific 

nanomaterial and thus on how to manage its consumption in a responsible way. 

The other main contribution was to create a system capable of storing information 

about the circulating nanomaterials, the cosmetics containing those nanomaterials, and 

the use of these cosmetics (article 16 of the regulation) [16]. After a process described 

below, the European Commission decided to give authorization for commercialization 

and described the required conditions. This case-by-case system is understandable given 

the particularities of each nanomaterial and the initial situation of ignorance of the 

toxicity of nanomaterials at that time. The task of analyzing them would be extended over 

the years. Furthermore, the development of standards of evaluation of toxicity by 

CEN/TC 352 of the European Committee for Standardization in terms of assessment of 

toxicity is still needed, especially about dermal exposure. 

The storage and processing of these data are also done for subsequent distribution to 

consumers, which is the reason why the regulation establishes that a catalog of 

commercialized nanomaterials must be published (article 16 of the regulation) [16]. 

Nevertheless, the information in the catalog available to the public was not sufficient to 

understand the characteristics of the nanomaterials better and only referred to the types 

of products that include a specific nanomaterial. Therefore, this has had a limited impact 

on the control of commercialized nanomaterials in cosmetics as will be shown below. 

Therefore, consumer protection has not been as rigorous as it was thought when the 

regulation was developed, and such considerations must be addressed for the internal 

coherence and sustainability of regulations that offer efficiency and safety. 

Commercialized Nanomaterials vs Authorized Nanomaterials 

 
The above-mentioned comments made by the MEPs refer to amendments by ENVI in the 

final wording of the regulation. The lack of data at that time on nanotechnology and its 

toxic effects was reflected in recitals 30, 65, and 31 of the regulation [16]. However, there 

was no doubt about the possibilities offered by the nanoscale and specifically in the 

cosmetics sector. For this reason, the wording tries to leave open the door for new 

advances and discoveries of this technology, and not to hinder a development which is 

especially promising to small and medium enterprises (SMEs) without large economies 
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of scale, as the European Economic and Social Committee pointed out in the 

abovementioned opinion. 

In reaction to the discussion, a system of notifications was created to accumulate the 

necessary information and thus provide better monitoring of the nanomaterials used in 

cosmetics in the European Union. 

Since the regulation was enforced, two types of notification of cosmetics are provided 

in case they incorporate nanomaterials. First, according to Article 13 of the regulation, a 

mandatory notification must be completed at the time the online registration of any 

cosmetics through the Cosmetic Products Notification Portal (from now on: CPNP) 

created on January 11, 2012 [28]. The information to be provided is (a) the category of 

the cosmetic product and its name or names, enabling its specific identification; (b) the 

name and address of the responsible person where the product information file is made 

readily accessible; (c) the country of origin in the case of import; (d) the Member State 

in which the cosmetic product is to be placed on the market; (e) the contact details of a 

physical person to contact if necessary; (f) the presence of substances in the form of 

nanomaterials and (i) their identification including the chemical name (IUPAC) and other 

descriptors as specified in point 2 of the Preamble to Annexes II to VI to this regulation 

and (ii) the reasonably foreseeable exposure conditions; (g) the name and the Chemicals 

Abstracts Service (CAS) or EC number of CMR substances, of category 1A or 1B, under 

Part 3 of Annex VI to regulation (EC) No 1272/2008; and (h) the frame formulation 

allowing for prompt and appropriate medical treatment in the event of difficulties. 
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Table 1 Interventions of MEPs during the EP session of 23 March 2009 in Strasbourg. All speeches are available on the EP website [24] 

Name of the MEP 
Intervention session of 23 March 2009 

Dagmar Roth-Behrendt, rappo“rt[e…ur]The Commission also rightly recognised the fact that new technologies, such as nanotechnology, 

need special attention, in particular when we are dealing with microscopic particles which may be 

able to pass through layers of skin. We simply want to ensure that they present no danger. Here, too, I 

am satisfied that we have achieved a compromise which I can wholeheartedly support.…”; “[…]We 

did not always agree on issues such as how to deal with notification in relation to nanotechnology and 

what should be done in terms of labelling, but we managed to reach an excellent compromise. I am very 

pleased about this”; “[…]Labels allow consumers to make free and informed choices. Consumers have 

a right to be informed about nanotechnologies and to know that a specific substance contains 

particularly small, even microscopic particles. They have the right to decide whether they want to use 

sun lotion and whether they want to use the sun lotion on their children. Consumers have the right to 

decide”. 
 

Günter Verheugen, Vice- “Mrs Roth-Behrendt has already spoken on the subject of nanotechnology. We have found a solution in 

President of the Commission this case, which Iwould like to describe as a modelbecause this same solutionwillbe used again later this 

week with regard to other important pieces of legislation. The specific provisionsconcerningthe 
nanomaterialsusedincosmeticsintroduceamechanismforproviding the necessary information before the 
materials are made publicly availableon the market, which ensures that relevant data on safety has to be 
presented and the authorities have time to take any necessarysafetyprecautions”. “Inadditiontoensuring 
productsafety,theproposalimprovesthe level of information provided to consumers. An example is the 
addition to the list of ingredients of information on which substances appear in nano form”. 

 

Françoise Grossetête, PPE- 

DE Group 

“We have, in fact, had much discussion about nanomaterials, which are used in cosmetics, particularly 

in sun protection products, and which must be subject to very strict requirements in relation to safety, but 

without standing in the way of innovation”. 
 

Daciana Octavia Sârbu, PSE G”rTohuep use of nanomaterials is a promising solution in this area, but they are to be assessed and declared 

safe by the Scientific Committee for products intended for consumer use, while the use of alternative 

methods is an initiative which must continue to be supported”. 

 

Chris Davies, ALDE Group ”My colleague Frédérique Ries, who cannot be with us tonight, wanted to ensure that steps were taken to 

try and avoid the marketing of counterfeit products, to strengthen product traceability and to tighten up 

restrictions on the making of false claims about the beneficial effects of these products. She wanted to 

support clear labelling of productsabout the content of nanomaterials. We have made progress on all 

these areas”. 

 
Hiltrud Breyer, Verts/ALE Gro“uMp r. President, protecting human health is also the primary objective when it comes to cosmetic products. 

We are making history with this vote, which is the first time that specific regulations have been drawn up 

for the use of nanomaterials in cosmetic products, and we are breaking new ground. Iam, of course, 

particularly pleased to be able to saythat it wasaninitiative of the Group of the Greens/European Free 

Alliance that led to thisground-breakingevent. We Greens werethe driving force, we placed it on the 

agenda, and I would like to wholeheartedly thank the rapporteur, Mrs. Roth-Behrendt, for her clear and 

unwavering support”. “I amalsopleased to be able to praise the Commission for changing its mind. Until 

now, it had continually stressed that the existing legislation was sufficient to guarantee the safety of 

nanomaterials. Now, it has clearly stated that we do indeed need specific regulations”. 

 

Eva-Britt Svensson, GUE/NGL“ GThroeubpiggest stumbling block in the negotiations with the Council was precisely nanomaterials”. 
“The agreement will entail better protection for European consumers when nanomaterials are usedinhair 
dyes, UV filtersand so on. They willundergoasafetyassessmentbeforetheproducts are allowed onto the 
market and the cosmetic products industry will also need to notify the Commission of the use of 
nanomaterials in any of their other products”. 
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Table 1 (continued) 
 

Name of the MEP Intervention session of 23 March 2009 

Irena Belohorská (NI) ”After all, developments in chemistry and in cosmetics itself have brought enormous and fundamental 

changes. I am referring here to the use of nanomaterials, so frequently mentioned here. These can have 

both positive and negative effects on human health”. 

 
Horst Schnellhardt (PPE-DE) ”The use of nanomaterials has forced us to address the issue again. Within the framework of preventive 

consumer protection, the decisions concerning labelling are welcome, while the opportunity of 

provisional acceptance, in view of the state of scientific discoveries is also acceptable. At thispoint, I 

would also like to warn againstpanic-mongering, ashas happened in the case of other developments, and 

would instead advise a scientific examination of the whole matter” 

 
Margrete Auken (Verts/ALE) ”The most important thing is that nanomaterials have at last been included, which has been a tough fight. It is 

asthough the industryhastried to stifle thedebate on thesafetyofnanomaterials. They wouldbeverypleased 

if we wouldjustacceptthesesubstances as unproblematicandwonderful. There has been no hint of the 

public concern that there has been surrounding GMOs, for example”. “We are proud that nanomaterial has 

now been included. It is to be tested, labelled and, whereanumberofproductsareconcerned—UV filters, 

dyesandpreservatives—it willnow be the producer who has to guarantee safety, while the Commission is 

to provide detailed informationandfindtimetomonitortherest. Finally, we havealsomanaged to include 

labelling so that consumers can see what they are buying and putting on their skin”. 

 

Péter Olajos (PPE-DE) “There are nano-applications and products intended for direct consumer use, such as clothing and food, 

including cosmetic products, in the case of which an inadequately circumspect approach may result in 

people experiencing, literally in the flesh, the potentially harmful consequences”. “It is precisely for this 

reason that it is important for people to know what kinds of preparations they are using; appropriate and 

detailed labelling is therefore indispensable, and the responsibility of the manufacturer is essential” 

 
Zuzana Roithová (PPE-DE) ”The extensive discussion here has focused mainly on labelling because this often misleads consumers, 

and I thereforewarmlywelcomethefactthatnewclaimsabouttheeffects of products must be documented. 

There has also been a very lively discussion here—and not only here—on licensing nanomaterials and of 

course the elimination of carcinogenic materials from cosmetic products. I do not agree that messages 

about the content of nanomaterials in products should take the form of warnings. It is important for us to 

have a list of licensed nanomaterials that are not harmful but improve the quality of a product. There is, of 

course, no point in scaring consumers. Minimum standards should ensure consumer safety. I certainly 

consider counterfeiting to be a serious problem and I would also like to draw attention to the limited 

capacity of monitoring bodies at national level to actually monitor everything”. 

“I am delighted that the text includes a uniform definition of nanomaterials and I also welcome the fact that 
we will be able to amend it so that it keeps up with the latest scientific developments. I also welcome the fact 
that the directive will actually become a regulation and will havegreater legal emphasis. I therefore welcome 
this piece of work and I congratulate all of the rapporteurs for managing to reach a consensus over an issue 
as sensitive as the introduction of cosmetic products onto the European market based on scientific 
developments” 

 

Eija-Riitta Korhola (PPE-DE) ”Obsolete legislation in the cosmetics industry poses a special threat to health and the extent to which we 

can rely on the law. Claims about nanoparticles and cosmetic products are a good example of this. Whereas 

the positive characteristics ofnanomaterials aremoreorlessfamiliar, the risksarelargelyuncharted. 

Similarly, the special characteristicsof cosmetic products, which have a direct effect on the decision to 

purchase them, have been impossible to verify with any certainty” 
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This is a general and therefore less detailed notification of the nature and 

characteristics of the incorporated nanomaterials. Carried out in practice when the 

product is reported online, there is a section to answer the question: Does the product 

contain nanomaterials? If yes, two additional questions should be answered: If the 

cosmetic is designed to be rinsed off or to left on as well as the route of exposure: skin, 

oral, or inhalation. Next, the responsible person must search on the CosIng database, the 

nanomaterial in particular that is included as an ingredient in the cosmetic. In case there 

is no such nanomaterial on the database, there is the option to include a new one. 

Second, a notification of nanoproducts specifically applicable to products containing 

nanomaterials that are not regulated by Annexes IV, V, and VI is provided via the CPNP 

under the terms of article 16. Unlike the previous notification, this must be carried out 

six months before the product is marketed. Article 16 spells out the information, which 

the commission may recommend when it deems it appropriate, to be provided by the 

responsible person or the delegated person: (a) the identification of the nanomaterial 

including its chemical name (International Union of Pure and Applied Chemistry, 

IUPAC) and other descriptors as specified in point 2 of the Preamble to Annexes II to 

VI; (b) the specification of the nanomaterial, including the size of the particles and 

physical and chemical properties; (c) an estimate of the quantity of nanomaterial 

contained in cosmetic products intended to be placed on the market per year; (d) the 

toxicological profile of the nanomaterial; (e) the safety data of the nanomaterial relating 

to the category of cosmetic product as used in such products; and (f) the reasonably 

foreseeable exposure conditions. To perform these tasks, the CPNP website has a 

“Nanomaterials” tab on the main menu. Then, the “Notify Nanomaterial” tab is 

displayed, and the responsible person can include all the information required, and in 

most cases, the integrated system of CosIng facilitates the introduction of the data. 

The fact that notifications are required for cosmetics and not nanomaterials is a sign 

of the high relevance of such materials since the toxicity of the specific nanomaterial in 

a solution is indicated and economic efficiency is increased because the person reporting 

the toxicological profile is not the manufacturer of the nanomaterial, who may not know 

all the nanomaterial uses, but the person who incorporates them into the product, which 

is more efficient since the cost of information given to the cosmetologist will be lower 

than that of the manufacturer. 



2) EUROPEAN NANOTECHNOLOGY REGULATION (COSMETIC SECTOR) 

36 

 

 

 

Once the European Commission receives the notification that a cosmetic product 

includes nanomaterials, it verifies that the procedure has been carried out in an adequate 

way and required information is not missing. In the event that more information is 

needed, an electronic notification is made to the person responsible for providing such 

information. From the moment the information is complete, two options exist: (1) the 

European Commission considers that the nanomaterial does not compromise the safety 

of human beings and finishes the process by storing the notification in the database of 

the Commission or (2) the European Commission is in doubt of its safety and forwards 

the dossier to the Scientific Committee on Consumer Safety (from now on, SCCS) to 

issue an opinion under the principles of independence, transparency, and confidentiality 

[29]. 

The SCCS may request further information from the responsible person if it deems it 

necessary and has six months to express an opinion after the communication from the 

European Commission or an additional information requested is received. If the SCCS, 

in its opinion, considers that the nanomaterial is toxic, the European Commission may 

amend Annexes II and III of the regulation. At this point, one could ask why the 

regulation ultimately leaves the European Commission to decide on the modification of 

the Annexes, which permits a possible contradiction with the opinion of the SCCS. The 

answer is found in the nature of the SCCS as an advisory body which lacks the legitimacy 

to intervene in the supranational legal system and therefore the capacity to modify a 

European regulation. 

Article 16 presents an unclear wording since it states that the nanomaterials regulated 

by Article 14 (colorants, preservatives, and ultraviolet filters) are not subject to the 

notification of Article 16. However, although the Annexes referred in Article 14 regulate 

substances used as colorants, ultraviolet filters or preservatives, they did not include 

nanomaterials at the time of writing. Indeed, all nanomaterials would have to be reported, 

regardless of the content because none had previously been authorized. The European 

Commission in its guide to complete the notification states: 

This means that if the product contains nanomaterials included in such form in 

Annexes III, IV, V, or VI to Regulation (EC) No 1223/2009, it does not need to be 

notified under Article 16 [30]. 
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Cosmetic products containing nanomaterials that comply with the requirements set 

out in Annex III shall also not be reported. As in the previous section, there were no 

nanomaterials included in Annex III. 

It can be concluded that very few nanomaterials are regulated, and they will be 

analyzed below. They represent a low percentage of those already used in the market, 

which conflicts with the initially proposed objective of maintaining a high level of safety 

in relation to the consumer and the environment, because there are numerous 

nanomaterials in circulation of which there is no certainty about their toxicological 

profile. 

The European Commission refers in recital 1 of Commission Regulation (EU) 

2016/1143, when amending Annex VI, to incorporate titanium dioxide in its nanoform, 

admitting that it was not regulated until that moment: 

Titanium dioxide is authorised both as a colorant under entry 143 of Annex IV to 

Regulation (EC) No 1223/2009 and as a UV-filter under entry 27 of Annex VI to 

that regulation. In accordance with point (3) of the Preamble to Annexes II to VI 

to Regulation (EC) No 1223/2009, the substances listed in Annexes III to VI to that 

regulation do not cover nanomaterials, except where specifically mentioned. 

Titanium dioxide (nano) is currently not regulated [26]. 

The European Commission also publishes a catalog of all nanomaterials reported through 

the CPNP to improve transparency in terms of consumption as well as to facilitate the 

work of the European toxicology research centers concerning nanomaterials used in the 

market, as indicated in the section for those incorporated as ultraviolet filter, colorants, 

and preservatives. As the development of test methods and knowledge on possible 

functionalities and risks of nanomaterials were expected to increase, the regulation 

instructs the commission to update this list on a regular basis: 

By 11 January 2014, the Commission shall make available a catalogue of all 

nanomaterials used in cosmetic products placed on the market, including those used 

as colorants, UV-filters and preservatives in a separate section, indicating the 

categories of cosmetic products and the reasonably foreseeable exposure 

conditions. This catalogue shall be regularly updated thereafter and be made 

publicly available (Article 16 (10) (a) of the regulation). 

Although the catalog should have been published until 11 January 2014, it was only 

published on 12 July 2017 [31]. After so much time has elapsed, we eventually have 



2) EUROPEAN NANOTECHNOLOGY REGULATION (COSMETIC SECTOR) 

38 

 

 

 

valuable information on nanomaterials used in cosmetics in the European market. At the 

beginning of the catalog, it is clarified that this is not a list of authorization of 

nanomaterials but a merely informative catalog. The catalog classifies these 

nanomaterials by their main functions: colorants, ultraviolet filters, and functions other 

than colorants, preservatives and filters of ultraviolet rays. 

The next question to be addressed is: where can we find such nanomaterials? The 

catalog does not identify the products one by one as described in the notification form 

for cosmetics containing nanomaterials but rather the types of cosmetics, such as face 

and body paint, shower and bath products, products for before or after sunbathing, 

concealers, eye contour products, eye contouring, eye shadow, skin care products, except 

beauty masks, beauty masks, foundation makeup, care products, lipstick products, 

lipsticks, make-up removers, nail care products, nail hardeners, nail sculpting products, 

nail polish and make-up, other facial make-up products, other make-up products, other 

products for the care and hardening of nails, other nail polish and nail polish remover, 

temporary styling products, shaving products, skin tone lightening products, soaps, sun 

protection products, external intimate care products, mouthwashes, shampoos, 

hydroalcoholic perfumes, and dentifrices, among others. 

The catalog presents relevant information on the nanomaterials in circulation; 

however, it does not include exactly what are the approved nanomaterials and the 

toxicological profile of them since the regulation does not require it, although it would 

be advisable to give more information to the consumers and thus reduce the asymmetry 

of information. The following data are the nanomaterials used in the European Union and 

classified according to their function, and they are distributed according to the type of 

cosmetics and those that have been regulated. 

 

 

Colorants Used in the European Market 

 
Regarding the colorants, twelve nanomaterials have been registered as commercialized 

in the European market. They are classified under numerous types of products. As seen 

in Fig. 1, the most versatile nanomaterials are, from highest to lowest, titanium dioxide 

(28 types), carbon black (23 types), and nanosilver (17 types). 
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According to article 14 (1) (c), all substances used as colorant which are not included 

in Annex 4 and substances listed but not being applied under the conditions stated are 

prohibited. When a substance is classified as permissible to be used as the colorant, it 

does not mean that it is permitted for other uses since this will depend on how they appear 

in the corresponding Annexes of the Regulation. 

Figure 1 shows the twelve nanocolorants that are being used in the European Union 

and the number of types of nanocosmetics that are being used [31]; only one of them has 

been expressly authorized: black coal, under reference number in Annex IV: 126a. It was 

integrated into Annex IV on 24 February 2017 with the intention of aligning the SCCS 

opinion [32], which ensured that given the data obtained from the research carried out, 

nanostructured black carbon with a size over 20 nm and a concentration of not more than 

10% and a minimum purity of 97% does not cause adverse effects on human health when 

the type of exposure is cutaneous. 

Due to the characteristics of the tests, the same conclusion could not be drawn in the 

event that such nanomaterials are inhaled. 

Fig. 1 Nanocolorants used in the European Union in the different types of cosmetic products. 

 
Information based 

on the catalog 

reported by the EC 

(Version 1 
(31.12.2016)) [31] 
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Regulation of UV Filters Used 

 
Six nanomaterials have been registered as nanomaterials used as ultraviolet filters. Figure 

2 shows the used distribution of the registered nanomaterials. In this case, only three out 

of six reported nanomaterials have been authorized and included in Annex V: Titanium 

dioxide, Zinc Oxide and Tris-Biphenyl Triazine. 

First, titanium dioxide was covered by Annex VI through Commission Regulation 

2016/1143 of 13 July 2016 [33]. In this regard, the SCCS’s opinion of 22 July 2013 [34], 

revised on 22 April 2014 was taken into account. In this opinion, the SCCS presented the 

results obtained with samples of cosmetics with titanium dioxide in its nano form and 

ensured that it does not have adverse effects on the human being: 

According to the opinion of the Scientific Committee on Consumer Safety 

(“SCCS”) of 22 July 2013, which was revised on 22 April 2014 (2), the use of 

titanium dioxide (nano) as a UV-filter in sunscreens, with the characteristics as 

indicated in the opinion, and at a concentration up to 25% w/w, can be considered 

to not pose any risk of adverse effects in humans after application on healthy, intact 

or sunburnt skin. In addition, considering the absence of a systemic exposure, the 

SCCS considers that the use of titanium dioxide (nano) in dermally applied 

cosmetic products should not pose any significant risk to the consumer [34]. 

The authorized nanomaterials must have the following characteristics:, purity # 

99%, rutile form, or rutile with up to 5 wt% anatase, with crystalline structure and 

physical appearance as clusters of spherical, needle, or lanceolate shapes, median 

# 460 m2 /cm3 , coated with Silica, Hydrated Silica, Alumina, Aluminium 

Hydroxide, Aluminium Stearate, Stearic Acid, Trimethoxycaprylylsilane, 

Glycerin, Dimethicone, Hydrogen Dimethicone, Simethicone; photocatalytic 

activity # 10% compared to corresponding non-coated or non-doped reference, 

nanoparticles are photostable in the final formulation. Likewise, the Annex 6 states 

that in case the product is mixed with titanium dioxide in the product, the sum must 

not exceed the percentage of 25%. On the other hand, it established that there is no 

evidence to assure oral or cutaneous absorption. It also considered that it is not a 

safe material to use in aerosols given its lung toxicity 

The second nanomaterial authorized for use in cosmetic products as a UV-filter is tris- 

biphenyl triazine. This modification was made through Commission Regulation 

866/2014 [35] of August 8, 2014, given the opinion issued by SCCS on 20 September 

2011 [36], which was due to a decree presented by SCCS on September 20: 
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Dermal exposure to formulations containing tris-biphenyl triazine with a mean 

particle size (median primary particle size) of 81 nm results in low absorption of 

that substance. Additionally, after oral exposure, absorption of trisbiphenyl triazine 

is low. No systemic effects are observed after oral or dermal exposure up to 500 

mg/kg bw/day [36]. 

The SCCS concluded that with a concentration of less than 10 wt% as an ultraviolet filter, 

it is a safe substance for application to the skin, but SCCS warned of the lack of data 

about the possible consequences of inhalation exposure. Therefore, when it was included 

in Annex VI, its use as an aerosol was prohibited. In addition, Annex 6 only permitted 

nanomaterials with the following characteristics: median primary particle size > 80 nm, 

purity no. 98%, and uncoated. 

The third nanomaterial authorized as a UV filter for use in cosmetic products is zinc 

oxide. It was amended by Commission Regulation 2016/621 [37] of 21 April 2016 on 

the basis of the opinion issued by the SCCS on 18 September 2012 [38] and an addendum 

of 23 July 2013 [39]. The same restriction indicated the required concentration of 

titanium dioxide, which cannot exceed 25 wt% even if mixed with non-nano-scale 

titanium dioxide. On the other hand, it established that there is no evidence to assure oral 

or cutaneous absorption. It also considered that it is not a safe material to use in aerosols 

given its lung toxicity. 

Therefore, zinc oxide in its nanomode cannot be used in a way that exposes consumers 

to inhalation. The only zinc oxide nanomaterials that are allowed are those having the 

following characteristics: purity no. 96%, with wurtzite crystalline structure and physical 

appearance as clusters that are rod-like, star-like, and/or isometric shapes, with impurities 

(50% of the number below this diameter) > 30 nm and D1 (1% below this size > 20 nm, 

water solubility < 50 mg/L uncoated, or coated with triethoxycaprylyl silane, 

dimethicone, dimethoxydipheylsilanetriethox and caprylylsilane cross-polymer, or octyl 

triethoxy silane. 
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Fig. 2 Nano UV 

filters used in the 

European Union in 

different types of 

cosmetic products. 

Information based 

on the catalog 

reported by the EC 

(version 1 
(31.12.2016)) [31] 
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Regulation for Other Commercialized Nanomaterials 

 
Twenty-five nanomaterials used with different functions of UV filters, colorants, or 

preservatives have been registered. As seen in Fig. 3, the most versatile nanomaterials 

are (from highest to lowest) silica, silica dimethyl silylate, colloidal silver, lithium 

magnesium sodium silicate. 

In this case, the responsible person must notify the substance in the same way to the 

European Commission, which should ask for an SCCS study in case there are doubts 

about its toxicity. These nanomaterials are not regulated. Although there is not much 

knowledge about the toxicity of nanomaterials, whether applied as colorants, 

preservatives, UV filters, or for any other function, they have been registered and 

published through the catalog of nanomaterials offered by the European Commission, 

and no other SCCS opinions have been requested to date. Therefore, the notification 

system created through Regulation 1223 of 2009 has not been applied in its literal sense 

since a large number of nanomaterials that may be toxic are being incorporated into 

cosmetic formulas. 

After ten years, the control of these materials is not as effective as MEPs probably 

thought when they passed the regulation on 24 March 2013. On the other hand, it has 

been a necessary step forward since it has helped greatly to know nanomaterials in the 

European market and implement toxicity controls while progressing in the state of the art 

as well as to regulate some of the most commonly commercialized nanomaterials, such 

as titanium dioxide, zinc oxide, or carbon oxide. 
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Fig. 3 

Nanomaterials with 

other functions used 

in the European 

Union in the 

different types of 

cosmetic products. 

Information based 

on the catalog 

reported by the EC 

(version 1 
(31.12.2016)) 
[31] 
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Proposals 

 
First, since the information on nanomaterials being commercialized in the European 

Union is available, the SCCS should issue opinions reviewing the toxicity of products 

containing nanomaterials because each nanomaterial depends on its characteristics, such 

as its surface area, size, or form, and can express different physicochemical properties 

and therefore different toxicities. Therefore, at the time of registration, the cosmetic 

product should be evaluated, to find viable alternatives, depending on the functionality 

that is supposed to offer and its efficiency. As Hansen Steffen suggests, such information 

should be taken into account to issue the authorization [40]. 

The products that the European Commission deem problematic based on previous 

research carried out in international research centers should be banned until their toxicity 

profiles are better known following an opinion of the SCCS to evaluate frequently 

contradictory results from nanomaterial safety studies. In this way, the standard of 

consumer safety would be greater in terms of being consistent with the principles that 

inspire the regulation in terms of nanotechnology. 

Data on the investigations, methods, and results on toxicity should be incorporated 

into the catalog of nanomaterials published by the European Commission. Presenting a 

label with nanoingredients is insufficient to eliminate the asymmetry of information 

between manufacturer and consumer [41, 42]. Following this proposal would mean that 

consumers are provided with more information concerning toxicity and thus in a better 

position to decide whether to buy or not to buy a particular cosmetic product. Since no 

toxicological aspects are mentioned currently, the consumer does not have all the 

information necessary to make an evidence-based decision. 

In addition to the toxicological information of the nanomaterials in circulation, it is 

recommended to include further information in the catalog to offer greater transparency 

for consumers, for example, on the start date of circulation of each nanomaterial in the 

European market and on which nanomaterials are used most often in the European Union. 
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Concluding Thoughts 

 
Regulation 1223 of 2009 has become a pillar of the particular regulation of 

nanotechnology in the context of the European Union. Although the possible adverse 

effects of nanomaterials were noted years ago, the necessary express regulations for 

cosmetics that incorporate foundational norms in terms of labeling, a definition of 

nanomaterials, evaluation of toxicity and systems of notification, and control of 

circulating nanomaterials in European latitudes did not exist. The analysis suggests that 

adverse effects, such as generating unnecessary differences between European and non- 

European regulations, have not been observed. 

The enforcement of the regulation represented a milestone for nanoregulation, 

especially by placing the debate in legislative institutions and opting for hard law. In this 

regard, it paved the way for further regulations in the European Union to incorporate 

express provisions of nanomaterials. 

The analysis of the genesis of the regulation and of the interventions during the debate 

in the EP shows that nanomaterial regulations were considered to increase the safety of 

consumers, and research would be promoted to learn more about the toxicity of 

nanomaterials. Furthermore, according to objectives 3 and 4, the aim was to create a safe 

space for cosmetic product consumers in Europe as the industrial innovations progress. 

However, given how difficult it still is to obtain such information, it is conspicuous that 

meeting the objectives with the current model will be a hard task. 

Article 16 (1) of the regulation provides that a high level of protection of human health 

shall be ensured for any cosmetic product containing nanomaterials. Due to the reasons 

described in the present paper, especially those associated with the technical difficulties 

of applying the regulatory precepts of nanomaterials, it can be said that its objectives 

have only been partially fulfilled. The evidence of this is that certain cosmetic products 

incorporating nanomaterials are not authorized, which means that there is no clear and 

precise information on their toxicity or an SCCS opinion. Although the label on the 

cosmetic product must include the nanotechnological nature of the ingredients, if the 

consumer does not know the toxicity of this nanomaterial, it does not have the intended 
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impact. If the objective is to increase consumer safety, then the process is insufficient. In 

addition, the process compromises the high level of product safety in the cosmetic sector. 

It is often emphasized that there is a need to regulate nanotechnology due to the special 

physicochemical properties of nanomaterials and the potential for toxicological profiles. 

Unfortunately, information on such profiles is still insufficient. This paper argued that 

Regulation 1223 of 2009 has encountered technical obstacles. Further research 

concerning a comprehensive regulation of nanomaterials in cosmetics should be 

encouraged, and different models of regulation should be developed which are more 

accurately adjusted to the development of the sector in recent years. 

 

 

Acknowledgements A special thanks is given to Red NANOCELIA (CYTED) and 

COLCIENCIAS for the scholarship for the doctorate studies of one of the authors within 

its competition. In particular, the financial support is given by this institution through the 

open call: “Convocatoria para Doctorado Nacional 757” from 2017. This original 

research is part of the project “Investigación en Derecho Internacional y Nanotecnología” 

registered in the Research Centre of Universidad Pontificia Bolivariana with register 

number 766B-06/17-37. 



2) EUROPEAN NANOTECHNOLOGY REGULATION (COSMETIC SECTOR) 

48 

 

 

 

References 

 
1. Miller G (2008) Contemplating the implications of a nanotechnology “revolution”. In: 

Fisher E, Selin C, Wetmore JM (eds) Presenting futures. The yearbook of 

nanotechnology in society, vol 1. Springer, Dordrecht, pp 215–225 

2. Organisation for Economic Co-operation and Development (2013) Nanotechnology in 

the context of technology convergence. OECD, Paris 

3. European Commission (2016) Horizon 2020 Work Programme 2016–2017. 5.ii. 

Nanotechnologies, Advanced Materials, Biotechnology and Advanced Manufacturing 

and Processing. EC, Brussels 

4. Food and Drug Administration (2014) Guidance for industry “considering whether an 

FDA-regulated product involves the application of nanotechnology”. FDA, 

Washington, DC 

5. World Intellectual Property Organization (2015) Economic growth and breakthrough 

innovations: a case study of nanotechnology. WIPO, Geneva 

6. See: http://product.statnano.com/. Accessed 13 Feb 2019 

7. Bowman DM (2017) More than a decade on: mapping today’s regulatory and policy 

landscapes following the publication of nanoscience and nanotechnologies: 

opportunities and uncertainties. NanoEthics 11(2):169–186. https://doi. 

org/10.1007/s11569-017-0281-x 

8. Lai RWS, Yeung KWY, Yung MMN, Djurišić AB, Giesy JP, Leung KMY (2017) 

Regulation of engineered nanomaterials: current challenges, insights and future 

directions. Environ Sci Pollut Res 25:1–18. https://doi. org/10.1007/s11356-017-9489-0 

9. Food and Drug Administration (2014) Office of the Commissioner, FDA, guidance for 

industry: considering whether an FDA-regulated product involves the application of 

nanotechnology. FDA, Washington, DC 

10. Burden N, Aschberger K, Chaudhry Q (2017) The 3Rs as a framework to support a 

21st century approach for nanosafety assessment. Nano Today 12:10–13. 

https://doi.org/10.1016 /j.nantod.2016.06.007 

11. Reimhult E (2017) Nanoparticle risks and identification in a world where small things 

do not survive. NanoEthics 11(3): 283–290. https://doi.org/10.1007/s11569-017-0305-6 

12. Maynard AD, Aitken RJ (2016) Safe handling of nanotechnology ten years on. Nat 

Nanotechnol 11:998–1000. https://doi.org/10.1038/nnano.2016.270 

13. Bowman DM, Chaudhry Q, Gergely A (2015) Evidence-based regulation of food 

nanotechnologies: a perspective from the European Union and United States. In: 

http://product.statnano.com/


49 

 

 

Sabliov CM, Chen H, Yada RY (eds) Nanotechnology and functional foods: effective 

delivery of bioactive ingredients. Wiley, NJ, pp 358–374 

14. Royal Society and Royal Academy of Engineering (2004) Nanoscience and 

nanotechnologies: opportunities and uncertainties. RS/RAEng, London 

15. Justo-Hanani R, Dayan T (2015) European risk governance of nanotechnology: 

explaining the emerging regulatory policy. Res Policy 44:1527–1536. 

https://doi.org/10.1016/j. respol.2015.05.001 

16. Official Journal of the European Union (2009) Regulation (EC) 1223/2009 of the 

European Parliament and of the Council on cosmetic products (recast). 30 November 

2009. EU, Brussels 

17. Future Markets (2012) Nanomaterials in the cosmetics and personal care. 

http://www.researchandmarkets.com/reports/2069662/nanomaterials_in_the_cosmetics 

_and_personal_care 

18. Council of the European Communities (1976) Council Directive on the approximation 

of the laws of the Member States relating to cosmetic products (No 76/768/EEC, 27 Jul, 

1976). CEC, Brussels 

19. European Commission (2008) Proposal for a Regulation of the European Parliament 

and of the Council on cosmetic products (No COM (2008) 49 final, 05 Feb 2008). EC, 

Brussels 

20. European Commission (2008) Accompanying document to the communication from 

the Commission to the European Parliament, the Council and the European Economic 

and Social Committee (Commission Staff Working Paper No SEC (2008) 117, 05 Feb 

2008). EC, Brussels 

21. European Commission (2008) Communication from the Commission to the European 

Parliament, the Council and the European Economic and Social Committee. Regulatory 

Aspects of Nanomaterials (No COM (2008) 366 final, 17 Jun 2008). EC, Brussels 

22. European Economic and Social Committee (2008) Opinion of the European Economic 

and Social Committee on the ‘Proposal for a Regulation of the European Parliament 

and of the Council on cosmetic products’ (No CESE (2008) 1193, 09 Jul 2008). EESC, 

Brussels 

23. European Parliament (2008) Report on the proposal for a regulation of the European 

Parliament and of the Council on cosmetic products (No A6 (2008) 484, 02 Dec 2008). 

EP, Brussels 

24. European Parliament (2009) Debate about cosmetic products (recast version, CRE 

23/03/2009–15, 23 Mar 2009). EP, Strasbourg 

http://www.researchandmarkets.com/reports/2069662/nanomaterials_in_the_cosmetics


2) EUROPEAN NANOTECHNOLOGY REGULATION (COSMETIC SECTOR) 

50 

 

 

 

25. European Parliament Press Release (2009) MEPs approve new rules on safer cosmetics 

(24 Mar 2009). EP, Brussels 

26. European Commission (2016) Commission Regulation amending Annex VI to 

Regulation (EC) No 1223/2009 of the European Parliament and of the Council, on 

cosmetic products (C/2016/4325). EC, Brussels 

27. European Parliament (2008) A guide to how the European Parliament co-legislates 

under the ordinary legislative procedure, Brussels. EP 

28. European Commission (2012) Cosmetic products notification portal. Article 13 User 

Manual. EC, Brussels 

29. European Commission (2008) Commission decision setting up an advisory structure of 

scientific committees and experts in the field of consumer safety, public health and the 

environment and repealing (No 721/EC (2008)). EC, Brussels 

30. European Commission (2012) User manual for the notification of cosmetic products 

containing nanomaterial according to article 16. EC, Brussels 

31. European Commission (2017) Catalogue of nanomaterials used in cosmetic products 

placed on the EU market. Version 1 (31.12.2016). EC, Brussels 

32. Scientific Committee on Consumer Safety (2015) Second revision opinion on carbon 

black (nano-form) (no SCCS/1515/13). SCCS, Brussels 

33. European Commission (2016) Commission Regulation (EU) 2016/1143 amending 

Annex VI to Regulation (EC) No 1223/2009 of the European Parliament and of the 

Council on cosmetic products (13 July 2016). EC, Brussels 

34. Scientific Committee on Consumer Safety (2015) Second revision opinion on titanium 

dioxide (nano form) (no SCCS/1516/13). SCCS, Brussels 

35. European Commission (2014) Commission Regulation (EU) 2016/1143 amending 

Annexes III, V and VI to Regulation (EC) No 1223/2009 of the European Parliament 

and the Council on cosmetic products (08 Aug 2014). EC, Brussels 

36. Scientific Committee on Consumer Safety (2015) Second revision opinion on 1,3,5- 

triazine, 2,4,6-tris[1,1′-biphenyl]- 4-yl (No SCCS/1429/11). SCCS, Brussels 

37. European Commission (2016) Commission Regulation (EU) 2016/621 amending 

Annex VI to Regulation (EC) No 1223/2009 of the European Parliament and of the 

Council on cosmetic products (21 April 2016). EC, Brussels 

38. Scientific Committee on Consumer Safety (2012) Second revision opinion on zinc 

oxide (nano form). (No SCCS/1489/12). SCCS, Brussels 

39. Scientific Committee on Consumer Safety (2013) Second revision opinion on zinc 

oxide (nano form). (No SCCS/1518/13). SCCS, Brussels 



51 

 

 

40. Hansen S (2017) React now regarding nanomaterial regulation. Nat Nanotechnol 

12:714–716. https://doi.org/10.1038 /nnano.2017.163 

41. European Commission (2012) Communication from the Commission to the European 

Parliament, the Council and the European Economic and Social Committee. Second 

regulatory review on nanomaterials (no COM(2012) 572, 3 Oct 2012). EC, Brussels 

42. JRC (2010) Considerations on a definition of nanomaterial for regulatory purposes. 

JRC, Brussels 



 

 

 



53 

 

 

3 

 

 

 

 

 

 

A man who dares to waste one hour of 

time has not discovered the value of 

life. 

Charles Darwin  
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3) European Nanotechnology 

Regulation (Food sector) 

Given the transversal characteristic of the nanotechnology, other sectors such as 

food sector, has used nanomaterials to improve products in different ways. 

European regulation includes statements to ensure the safety of these products 

in the European market. In this chapter, we present an exploration of food 

regulation on nanomaterials, to show the efficacy of this regulation in the 

European context and the use of Machine Learning to better apply this 

regulation. 

 
Cheminformatic methods are able to design and create predictive models with 

high rate of accuracy saving time, costs and animal sacrifice. This paper makes 

an analysis of principles of European food law for the appropriateness of 

applying biological activity Machine Learning prediction models to guarantee 
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public safety, according to Figure 5. 
 

 

 

 

 

 
Figure 5. Cheminformatic models workflow to predict biological activity and improve 

regulation application 
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Abstract 

 
Cheminformatic methods are able to design and create predictive models with high rate 

of accuracy saving time, costs and animal sacrifice. It has been applied on different 

disciplines including nanotechnology. Given the current gaps of scientific knowledge and 

the need of efficient application of food law, this paper makes an analysis of principles 

of European food law for the appropriateness of applying biological activity Machine 

Learning prediction models to guarantee public safety. For this, a systematic study of the 

regulation and the incorporation of predictive models of biological activity of 
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nanomaterials was carried out through the analysis of the express nanotechnology 

regulation on foods, applicable in European Union. It is concluded Machine Learning 

could improve the application of nanotechnology food regulation, given that it is aligned 

with principles promoted by the standards of Organization for Economic Co-operation 

and Development, European Union regulations and European Food Safety Authority. To 

our best knowledge this is the first study focused on nanotechnology food regulation and 

it can help to support technical European Food Safety Authority Opinions for 

complementary information. 

Keywords 

 
Nanotechnology, Regulation, Toxicity, Safety, Cheminformatic. 

 
1. Introduction 

 
Nanotechnology regulation has been studied for years by the literature to determine if it 

was necessary and in what terms1,2. There is scholars that leans towards the favorable 

position for nanorregulation, given the uncertainty of the biological activity of 

nanomaterials, the existing number of nanoproducts and the variety of nanomaterials in 

the market3–6. This could affect consumer rights, especially safety in particular in food 

sector7,8. This does not mean that the debate is over, since it is possible to consider that 

nanotechnology does not need express regulation to be regulated: If a broad interpretation 

of the existing standards in any jurisdiction that have regulations on the safety of chemical 

substances, nanomaterials would be possibly included. Therefore, in these contexts, 

nanotechnology would not be regulated expressly, but implicitly. 

Scientific literature of the institutions and universities from the majority of countries has 

not proposed an analysis from the national legal point of view. In our knowledge, there 

is no express regulation of nanotechnology in the food sector in another region. This 

national legal analysis has considerable importance because, by virtue of the principle of 

territoriality, the limited jurisdiction and the lack of initiative for the generation of 

international convention, it suggests that nanotechnology regulation, today, is 

challenging to implement there is not an in depth analysis in each country. This would 

enable to discover how to incorporate it into their respective legal system. Once analyzed, 

objectives and strategy for adequate governance can be established. Otherwise, not only 
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public safety could be compromised, but also an adequate progress of nanotechnology in 

productive sectors with potential application of nanotechnology. 

In the context of the European Union, European Regulations and Directives cover 

different sectors in terms of nanotechnology application as Regulation (EU) No. 

2283/2015 on novel foods or Regulation (EC) No. 1333/2008 on food additives. 

Therefore, projects with specific objectives related to nanosafety have been carried out 

to be able to implement a proper governance of this technology9–14. For example, 

European NanoSafety Cluster9 makes it possible to exchange information among 

regulators, researchers, administrators, and industry. Among the different working 

groups, the Regulations & Risk Governance group10 is dedicated to monitor and interpret 

the state of the art in terms of regulation for nanotechnology. In addition, other projects 

have allowed knowing more technical data about biological activity of nanomaterials 

such as MembraneNanoPart11 or PreNanoTox12. On the other hand, risk management 

tools have been developed in work environments, such as Nanosafer13 or Stoffen 

Manager Nano14. These projects allow knowing more about the toxicological profile of 

specific nanomaterials and their legislative impact. 

One of the sectors where nanotechnology has many functions is the food industry15. 

Nanotechnology in the food sector is also expressly regulated in the European Union 

through different regulatory instruments16. However, European Parliament (EP), 

European Commission (EC) and the rest of European institutions are aware of the 

progress that can be made in other countries after the approval of these legislative 

instruments. For instance, Regulation (EU) No. 2283/2015 on novel foods establishes 

(recital 39 and art. 31) that the regulatory and scientific advances that may occur at the 

international level will be taken into consideration to modify the list of approved foods 

including determined specifications. 

In spite of the existence of an express nanotechnology regulation, the authorization 

procedures for the commercialization of nanomaterials depend on opinions issued by the 

European Food Safety Authority (EFSA), which take into consideration assay results. 

Predictive models on the biological activity of nanomaterials are a useful way to 

complement these reports. The method Perturbation Theory Machine Learning (PTML) 

is proposed for the creation of predictive models given that it has been shown with a 

considerable level of accuracy and could help to make decisions with more information. 
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Through this research work, to our best knowledge the first of this type, we analize 

nanotechnology food regulation in European Union context to assess Machine Learning 

as alternative technique to improve the application. 

2. Regulation of nano foods in the EU. 

 
2.1. European regulations and directives. Scope and authorizations. 

 
Nanotechnology regulation applied to food in the European Union is dispersed in 

different legislative instruments. Regulation (EC) No. 178/2002 constitutes a horizontal 

regulation for the sector. In addition, there are regulations such as Regulation (EC) No. 

1333/2008, Regulation (EC) No. 1333/2008 or Regulation (EC) No. 1333/2008, which 

regulate food additives, food enzymes, and flavors. The express regulation of 

nanomaterials, therefore, is not collected uniformly for all substances; the authorization 

procedure may vary depending not only on the specific substance but also on the use that 

is given in the production process. In this section, an analysis of the nanofood regulations 

is carried out in terms of the authorization process to be commercialized. Given the 

objective of this study, comments on the regulation of nanotechnology in feed, plant 

protection products, food contact materials, biocides, or others that do not regulate 

nanofoods are not included. 

Regulation (EC) No. 178/2002 applies to the stages of production, transformation and 

distribution of food, establishing a general horizontal framework for food legislation (art. 

4). Through this Regulation, EFSA is created. This is the authority in charge of 

scientifically advising the European institutions, and Member States with legislative 

purposes (art. 23). This function covers the assessment in the authorization process for 

food commercialization. In addition, this Regulation is notable for setting out, in section 

1, the principles that should govern food legislation. Among them, two principles of 

particular interest in the regulation of nanofoods are incorporated: 1) The food legislation 

is based on the risk analysis which takes into consideration the scientific evidence 

available (art. 6) the precautionary principle when evaluating the available information 

but there is uncertainty of the adverse effects, risk management measures must be applied 

(art. 7). Although it does not make an explicit regulation of nanotechnology, this principle 
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must be respected by subsequent legislative measures and commercialization 

authorizations related to foods in general and nanofoods in particular. 

Regulation (EU) No. 2015/2283 entered into force on January 2018, and changes the 

regime followed until then by Regulation (EC) 258/97. The regulation does not consider 

in its application field, the place where the novel food is produced but the 

commercialization in the Union market (recital 1 and 3). The main objective is to protect 

the health and well-being of citizens. It also aims to promote the free movement of food, 

legal security and avoid unfair competition. According to the purpose of this 

investigation, this Regulation is of interest because it includes engineering nanomaterials 

as new foods (recital 3 and 10), if they have not been widely consumed before May 15, 

1997. 

All novel foods must be evaluated and approved for commercialization in the European 

Union market. Therefore, in the case of nanofoods, each nanomaterial must be 

investigated one by one since the bioavailability can vary depending on the 

physicochemical properties17. The Commission grants this authorization by updating the 

Union list (art. 9). The procedure to authorize the commercialization of the new food 

begins with the application of an interested party or EC initiative (art. 10). The Member 

States must be informed in order to promote transparency and, also, they can issue their 

positions regarding the updating of the list. The Commission will take it into 

consideration before making the decision. The request for updating the list must refer to 

the methods applied and the lack of risk of the new food (art. 10.2.e.). Specifically, in the 

case of nanomaterials, the solicitant must justify the scientific suitability of the methods 

used for the analysis of risk for the nanomaterial (art. 10.4, recital 27). On the other hand, 

at the request of the EC, the EFSA will issue an opinion within nine months of receipt 

(art. 11) if updating the list can influence the health of citizens (art.10). Seven months 

later the EC will decide on the concession or rejection of the authorization (art. 12). 

The Regulation does not apply, in any case, to new genetically modified foods. It also 

excludes foods when they are used as food additives, enzymes, food flavorings. In these 

cases, other regulations are applicable if they consist of nanomaterials. Regulation (EC) 

No. 1333/2008 regulates food additives and includes that a significantly different food 

additive will need to be reviewed by the EFSA; Therefore, it considers that the use of 

nanotechnology on an additive turns it into a significantly different additive (recital 13). 
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In this case, a different authorization is needed for the new additive that entails a 

modification of the Union list. 

On the other hand, Regulation (EC) No. 1334/2008, does not refer to particle size change 

or nanotechnology expressly, but states that if there is a significantly different aromatizer 

must be reevaluated to be registered in order to have specific authorization (art. 19). If it 

is interpreted that significantly different includes the modification in the size of the 

particles, nanotechnology would be included. It is noteworthy that it does not include the 

interpretation of the expression significantly different, as it is stated in Regulation (EC) 

No. 1332/2008 and Regulation (EC) No. 1333/2008. It generates inevitable confusion 

because it could be considered that the European institutions intentionally did not include 

the change in particle size as a significant change. In any case, it is recommended to 

revise the redaction in order to not infuse misunderstanding about the application of that 

recital. 

For the granting of the authorization of the substances regulated by Regulation (EC) No. 

1332/2008, Regulation (EC) No. 1333/2008 and Regulation (EC) No. 1334/2008, the 

procedure established in Regulation No. 1331/2008 would be followed. The process is 

initiated by the Commission or by the interested party who requests it (art. 3). However, 

in the request of substances with different particle size, a suitability report on the method 

of analysis of nanomaterials is not required, as the substances regulated by Regulation 

(EU) No. 2283/2015. Regulation (EU) No. 234/2011, which implements Regulation (EC) 

No. 1331/2008, establishes that the description of the strategy for risk assessment and 

selection of test methods must be included in the file. However, it should not necessarily 

be a strategy that has considered the size of the particles. During the process, additional 

information may be required. If this is not done, it would be contrary to what was 

suggested by the Organisation for Economic Co-operation and Development (OECD) 

Council on safety testing of nanomaterials, which recommends to better understand the 

specificities of nanomaterials, that the methods be adapted to nanomaterials18. 

Regulation (EC) No. 1331/2008 establishes, unlike Regulation 2283/2012, that the 

Commission is obliged to request an opinion from EFSA to include a new substance even 

when there is no risk for human health. However, in case of a request to modify the 

conditions of permitted substances or to eliminate them, the Commission is only obliged 
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if it can affect human health (art. 3.2.). In this case, EFSA has nine months to issue the 

opinion and both the request, and the opinion will be presented to the Member States. 

As regards vitamins and minerals, there are two different regulatory frameworks: 1) Food 

supplements which are included within the scope of Directive 2002/46/EC and 

Regulation (EC) No. 1170/2009, on vitamins and minerals that can be used in the 

manufacture of food supplements and 2) Regulation (EC) No. 1925/2006 whose 

application are vitamins and minerals that can be added to food. In both cases, vitamins 

and minerals require authorization to be marketed within the European Union market. If 

they are not in their respective annexes, they are not authorized. Therefore, the vitamins 

and minerals that are to be introduced in the market after May 15, 1997 and that contain 

or consist of artificial nanomaterials, are considered new foods, so they must also have 

the authorization included in Regulation 2283/2015. Subsequently, the respective 

regulations can be applied. 

Other substances that must have the authorization included in Regulation (EU) No. 

2283/2015, are those regulated by Regulation (EU) No. 609/2013 on food intended for 

infants and young children, food for special medical purposes, and total diet replacement 

for weight control. In this case, an express reference is made to the regulation of new 

foods (recital 23), alluding to changes in particle size and the application of 

nanotechnology. After applying Regulation (EU) No. 2283/2015 and being authorized, 

Regulation (EU) No. 609/2013 will be applied to grant or reject the amendment of the 

annex and thus be able to be commercialized. 

2.2. Authorization of nanotechnology foods under European regulations. 

 
As a result of the application of the commented regulations in section 2.1., EFSA has 

issued evaluations on nanomaterials applied on foods. Those that refer to food contact 

materials or feed evaluations are not included. They are ordered by relevance, according 

to EFSA journal repository: 

1) Re-evaluation of silicon dioxide (E 551) as a food additive is analyzed in EFSA J 

(March 1, 2018) 19. In this opinion, Panel on Food Additives and Nutrient Sources added 

to Food (ANS) takes into consideration toxicity studies of nano silicon dioxide given the 

existence of nanoparticles in the additive E551. The Panel concludes that in the 

conducted studies no adverse effects were found. Hence, there are no concerns about this 
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additive. However, the lack of long-term studies with nano silicon dioxide, makes the 

Panel recommends a change of specifications for commercialization since there are gaps 

on the possible effects of the entire range of particle size that may exist in the E551. 

These changes refer to a specification in the particle size distribution. 

2) Safety and bioavailability of silver hydrosol as a source of silver added for nutritional 

purposes to food supplements is commented in EFSA J (March 28, 2018)20. Panel on 

ANS issues this opinion which includes an evaluation of silver hydrosol, consisting of a 

mixture of positively charged silver ions and silver particles in water. The study that was 

presented in the request on toxicity showed that it entailed a gastric profusion. The Panel 

concluded that the study did not provide sufficient information on the characterization of 

the nanomaterial or on the bioavailability of the source silver, nor the safety for 

nutritional effects to include it as a food supplement. Some scientific studies are 

referenced but the Panel considered inadequate for the evaluation of the toxicity of silver 

hydrosol. 

3) Scientific Opinion on the re‐evaluation of iron oxides and hydroxides (E 172) as food 

additives is analyzed in EFSA J (Dec 08, 2015)21. Red, yellow, black and brown iron 

oxides were assessed in this opinion by Panel on ANS These substances included 

nanoparticles; however, toxicological databases are remarkably limited. For instance, 

although there are studies that suggest adverse effects, for instance red and black iron 

oxide were positive the results of the in vitro genotoxicity assays in mammalian cells, in 

vivo oral administration study of red iron oxides did not cause genotoxic effects in rat 

haemopoietic system and there is not information about the activity in the gastrointestinal 

tract. EFSA recognized that a proper assessment of the E172 could not be possible. This 

was given to limitations in the available information in terms of genotoxicity, as well as 

carcinogenicity and reproductive and developmental toxicity. The Panel recommended 

that the size of the particles and the size distribution should be included in the 

specifications given the toxicological potential of the nanoparticles. 

4) Scientific Opinion on re‐evaluation of calcium carbonate (E 170) as a food additive is 

analyzed in EFSA J Jul 26, 201122. In this opinion, Panel on ANS concludes that there is 

no concern about adverse effects due to traces of nano-calcium carbonate. However, the 

Panel states that the same conclusion cannot be reached with the information available, 
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if calcium carbonate is predominantly composed by nanoparticles. It refers to calcium 

carbonate studies in nanoscale (60-10 nm), but without providing comprehensive 

information. 

5) Re‐evaluation of titanium dioxide (E 171) as a food additive is evaluated in EFSA J 

(Sep 14, 2016)23. Panel on ANS determined that possible adverse effects of nanomaterials 

in relation to the reproductive system, being due to the little information available, the 

same could not be concluded with the additive E171. Adverse effects are identified in the 

reproductive system but are not considered because the substances under study were 

either non‐food‐grade or inadequately characterized nanomaterial. From a 

carcinogenicity study or the available genotoxicity database there are not considered 

adverse effects. The new experiments lead EFSA to rethink the previous opinion (July 4, 

2018). However, in this opinion, the EFSA has indicated that in the experiments adverse 

effects are discovered but with uncertainty. Therefore, the previous opinion issued by the 

EFSA is maintained. 

6) Evaluation of di‐calcium malate, used as a novel food ingredient and as a source of 

calcium in foods for the general population, food supplements, total diet replacement for 

weight control and food for special medical purposes is evaluated in EFSA J (Jun 6, 

2018)24. The objective of the opinion of Panel on ANS was not to evaluate the toxicity 

of the nanoparticles of this compound, but in the information provided by the applicant, 

there was a study on the particle size distribution. The EFSA determined that vibratory 

sieve testing with the smallest sieve opening of 45 μm is not an adequate method to 

determine nano-sized particles. 

7) Scientific opinion on the re‐evaluation of silver (E 174) as food additive was analyzed 

in EFSA J (Jan 21, 2016)25. It is noteworthy that the Panel on ANS poses that the strong 

relationship between the smaller particle size, the release of silver ions from the 

nanoparticles with the accumulation in organs has been demonstrated. However, it 

recognizes the ignorance that exists between the metal of the nanoparticle and the silver 

ions in biological systems due to the large number of variables. It was concluded that the 

relevance of the available information on toxicological studies of additive E 174 is not 

possible. It is recommended that in the specifications the particle size distribution, the 

average particle size and the percentage of particles with at least one dimension below 

100 nm. 
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8) Re‐evaluation of calcium silicate (E 552), magnesium silicate (553a(i)), magnesium 

trisilicate (E 553a(ii)) and talc (E 553b) as food additives is analyzed in EFSA J (Aug 02, 

2018)26. In this Opinion the Panel could not assess the safety of E 552, 553a(i), 553a(ii) 

553b as additive food. The Panel on ANS indicates that there was “no indication of 

genotoxicity but reliable data on subchronic and chronic toxicity, carcinogenicity and 

reproductive toxicity of silicates and talc were lacking”26. It is recommended to revise 

the specifications to include the particle size, distribution and statistical descriptors, 

following the guidance provided by the EFSA for that purpose. 

9) Scientific Opinion on the re‐evaluation of gold (E 175) as a food additive is analyzed 

in EFSA J (Jan 20, 2016)27. The Panel on ANS in this Opinion assess different toxicity 

studies, for instance it mentions studies in vitro, gold nanoparticles over mammalian cells 

causing DNA strand breaks, micronuclei, chromosomal aberrations, aneuploidy and 

oxidative stress. However, no conclusive results were found by performing in vivo 

studies. The Panel says: no data on subchronic, chronic toxicity and genotoxicity of 

elemental gold. There is also limited data about absorption, distribution, metabolism and 

excretion (ADME), so an assessment of E175 was not possible. The Panel recommended 

to change the specifications for E 175 by including the mean particle size and particle 

size distribution, as well as the percentage of nanoparticles. 

10) Scientific Opinion on the re‐evaluation of vegetable carbon (E 153) as a food additive 

is analyzed in EFSA J (April 27, 2012)28. Panel on ANS concluded that vegetable carbon 

(E 153) at the reported uses and use levels is not of safety concern. The Panel concluded 

that the presence of nanoparticles in vegetable carbon products currently on the market 

can be excluded. The Panel concluded that EC specifications for plant carbon may need 

to be amended to include a particle size restriction (<100 nm) in order to exclude the 

presence of nanoparticles, since the inclusion of particles below 275 nm should be 

adequate A re-evaluation of plant carbon as a food additive. 

All the Opinions point out the need for more studies on the biological activity and 

especially on the toxicology of the different additives. There are toxicological studies for 

every additive but there is not integrate study including all possible toxic behaviours. 

Since, EFSA cannot guarantee the toxicity profile of any nanomaterial assessed. For 

example the case of iron oxides is characterized by lack of data about carcinogenicity, 
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reproductive and developmental toxicity. Even when studies confirm that they cause 

genotoxicty through in vitro assays, later in vivo studies reconsider the toxicological 

profile. Therefore, it is concluded that the Opinions are characterized by the uncertainty 

given the current state of art of foods consisting or including nanotechnology and the use 

of inadequate methods of analysis that generate heterogeneous information. 

3. Machine Learning for Law application. 

 
The Opinions issued and commented in the previous section, do not include results of 

predictive models to complement the assessment of the biological activity of the 

nanomaterials under study. Should Machine Learning (ML) be applied for complement 

the EFSA Opinions? These predictive models are studied by a discipline called 

Cheminformatics29. They consist of models capable of predicting biological activity, 

physicochemical properties or biokinetic processes by processing data from simulations 

or experimental assays30. These models could be applied to “i) Supporting priority setting 

of chemicals; ii) Guiding experimental design of regulatory tests or testing strategies; iii) 

Providing mechanistic information; iv) Grouping chemicals into categories based on 

similarity; v) Filling in a data gap needed for classification and labeling; vi) Filling in a 

data gap needed for risk assessment”31. In figure 1, we can see the workflow of the 

construction of a predictive model and the potential repercussion in regulatory processes, 

such as the authorization processes described above. 
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Figure 1. Cheminformatic models workflow to predict biological activity and improve 

regulation application 

 
Although there are available models capable of generate knowledge about biological 

activity of nanomaterials, it is debated whether they should apply on legislative field32, 

bearing in mind the processes discussed above. From the legal point of view, predicting 

the biological activity of a compound with high probability allows taking measures in 

accordance with compliance with the precautionary principle. This is useful since this 

principle consists of taking preventive measures before a possible danger, to diminish 

risks not scientifically proved. The probability of danger should not be based on mere 

hypothesis33. However, there are justified doubts to think that if they are not applied 

properly, it would affect public health. Despite the difficulties in generating this type of 

models for nanomaterials, European Union projects have been carried out such as 

PreNanoTox, MembraneNanoPart, NanoPuzzles34 or ModENPTox35 in order to 

understand through the development of computational tools, among other aspects, the 

toxicity of selected classes of engineered nanoparticles. 
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In the European Union, regarding food, Regulation 178/2002 establishes the 

precautionary principle. The possible negative consequences and a risk analysis should 

be identified with the most reliable available data36–39. This can be approached through a 

model, which covers the results of the tests carried out effectively. In this regard, the 

precautionary principle can be applied in a more efficient way to identify risks, prioritize 

additional studies, decree urgent measures or discard hypothesis without scientific basis. 

In addition, the application of ML is aligned with Directive 2010/63/EU on the protection 

of animals used for scientific purposes40. This Directive protects the value of animal 

welfare, which is established by the Treaty on the Functioning of the European Union 

(art. 13). In this Regulation the rule of the 3 rs: Replacement, Reduction and Refinement 

is incorporated as a principle. This principle consists in animals tests should be carried 

out only when it is not possible to obtain this information without an animal. Therefore, 

when an animal is tested, the method must be as human as possible and the number of 

animals as small as possible, without interfering in the achievement of the scientific 

objective pursued. 

On the other hand, these models, product of ML application, must comply with 

requirements of precision, transparency and robustness, since they would not only have 

a scholar application. If they do not apply properly, negative repercussions on public 

safety are possible and must be avoid according to Treaty on the Functioning of the 

European Union (art. 168) specially in terms of consumer protection (art. 169). To 

promote international standardization in terms of transparency and robustness, the OECD 

through the 37th Joint Meeting of the Chemicals Committee and the Working Party on 

Chemicals, Pesticides and Biotechnology (Joint Meeting) agreed on the OECD Principles 

for the Validation for Regulatory Purposes41. It must be specified that the 5 principles 

were not proposed to be accepted for a regulatory purpose, but to provide a conceptual 

framework with which to validate them. In addition, the OECD mentions the flexibility 

of these principles so that each regulatory agency can adapt it according to their needs41 

. 

The 5 principles that are referred by OECD are: 1) A defined endpoint; Homogeneous 

information although in the majority of cases this is “rarely feasible in practice”. 

Therefore, the defined endpoint, any physicochemical, biological or environmental effect 

that can be measured and used in the training set of the algorithm; 2) an unambiguous 

algorithm, in order to ensure transparency in the description of the model algorithm, 
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given that numerous commercialized algorithms do not have great transparency; 3) a 

defined domain of applicability in order to ensure reliable predictions; 4) appropriate 

measures of goodness-of-fit, robustness and predictivity, depending on the statistical 

method: The internal performance in terms of predictivity of the training set and the 

external performance, in terms of predictivity of the test set and 5) a mechanistic 

interpretation, if possible, for the relation of the descriptors used in order to build the 

model and the predicted endpoints. The model, to be aligned with principles 3 and 4 

proposed by the OECD, must be constantly updated, so it is advisable to regulate the 

process to include new cases in the database with which the model is generated. This 

means that using the same model, the biological behavior can be categorized depending 

on the level of desirability and cutoff for each variable of biological activity. This may 

be relevant information during the authorization process since tests have to be presented 

on the interaction with the food, nutrient composition and its bioavailability, both in the 

procedure contemplated by Regulation (EU) No. 2283/2015 and 1331/2008 on 

interactions with other nutrients in the matrix. 

Although many models have been proposed, they are characterized by lack of abundant 

good quality data. However great advances have been made by applying different 

methods to predict certain endpoints as Cellular uptake42–44, Hemolysis45, EC50
30 or 

LDH46. A considerable number of algorithms and techniques have been applied47. 

Among them, we point out the method of Perturbation Theory Machine Learning 

(PTML)48, which takes into consideration the heterogeneity of the information; since it 

considers all the cases and predictions can be more precise. Furthermore this method is 

able to build multi target predictions for different combination of experimental 

conditions49–53 and it would accomplish legal requirements for its validation and 

acceptance54. The novel application is about the method to build algorithms and adapt 

them to scientific needs. This allows an advantage for subsequent design of the 

algorithms with for regulation purposes. 

3.1. Machine Learning and Regulation (EU) No 2283/2015 Authorization 

In accordance with Regulation (EU) No 2283/2015, the EFSA must evaluate, among 

other factors, all the characteristics of new food that may pose a risk to human health, 

and consider its possible repercussions on vulnerable groups of the population. Food 

authorization must be granted through a process, as detailed above, that complies with 
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the principle of effectiveness, connected with the efficiency in the operation of the 

internal market (recitals 1 and 2) and expressed in recital 22. ML methods can contribute 

to the achievement of this principle, as mentioned above. 

In addition, Regulation (EU) No. 2283/2015 stablishes that EFSA must verify new food 

consisting of artificial nanomaterials, through the application of the most advanced test 

methods are used to assess their safety (recital 23). Furthermore it states that the solicitant 

"must provide an explanation of their scientific suitability for nanomaterials" (Recital 

27). This obligation is also included as follows: "Applicants will provide an explanation 

of their scientific suitability for nanomaterials" (art. 10.4). In addition, it establishes that 

scientific evidence must be submitted that demonstrates that it does not pose a risk to 

health (art. 10.2.e.). As we see, flexibility is provided to the applicant, both in the tests 

presented and in the methods of obtaining them. The justification is that each 

nanomaterial is different. Therefore, an evaluation will be made on a case-by-case basis. 

With this, on the one hand, there is evidence of the need for different complementary test 

methods and, on the other hand, it includes advanced methods as we could interpret them 

as models capable of predicting the biological activity of nanomaterials. 

In the event that the Commission needs more information and time during the process, 

Regulation 2283/2015 recognizes the authority to extend the terms of the procedure (art. 

22). This can involve considerable time and aggregated costs, translated into transaction 

costs for the applicant. Therefore, we propose, for a more efficient application of the 

same in line with recitals 1, 2 and 22, the application of complementary methods, as 

Machine Learning, that allows with the data that the applicant provides, perform a 

simulation. Once the simulation has been carried out, it could be warned if there is any 

biological activity that may be out of the expected range, and therefore have uncertainty 

about the associated risk. In this case, more information would be required of the 

applicant, under the precautionary principle, mentioned in the previous section. 

3.2. Machine Learning and Regulation (EC) No. 1331/2008 Authorization 

ML can also promote a more effective application of Regulation (EC) No. 1331/2008. 

This regulatory instrument includes the principle of effectiveness which is present in 

different aspects. It can be inferred from recital 26, referring to the framework of the 

marketing authorization procedure: "For reasons of effectiveness, the terms normally 

applicable in the framework of the regulatory procedure with control should be 

abbreviated" (recital 26). It also refers to the need for the process to be effective and 
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limited in time in recital 7. The idea is repeated in recital 11, stating that the beginning 

of the authorization procedure should be as soon as possible and in recital 10 when 

claiming a term adjustment. Even in recital 22 it is recommended that such a procedure 

be extended to other food authorization processes given its legislative simplification and 

its effectiveness. 

It is necessary to comment that Regulation (EC) No. 1331/2008 contemplates other 

criteria that the Commission must take into account when scientific information is not 

sufficient to make a risk management decision (recital 14): criteria of sociological, 

economic, traditional, ethical and environmental character. These criteria are included by 

the regulator as the last option to make such decisions once the opinion of the Agency 

has been received. Therefore this is one more reason why predictive models that have 

been shown and contrasted by the scientific literature should be considered as a criterion 

superior in hierarchy and complementary to the assays data presented in the state of the 

art, which will be evaluated by the Agency through its Opinion. 

There are difficulties on building models with the current state of arte. Models are more 

robust if there is a greater number of quality data from preclinical assays. To date, there 

is abundant information on compounds, thanks to the preclinical tests carried out and 

included in the scientific literature. However, on nanomaterials until recently, gaps in 

knowledge are considerable. The data of the tests carried out up to the date remain 

heterogeneous to apply conventional methods of machine learning50. Additionally, 

nanomaterials are studied in isolation in preclinical trials. At this time the data is not well 

structured. 

4. Concluding thoughts. 

 
For years the need for the express regulation of nanotechnology has been addressed by 

literature. In the context of the European Union, nanotechnology in food has been 

expressly regulated horizontally and vertically, through different European Directives 

and Regulations. This regulation finds its justification mainly in the principle of food 

safety and the precautionary principle. A compulsory authorization system has been 

constructed so that a nanomaterial applied to food can be marketed: 1) process included 

in Regulation (EU) No. 1131/2008 in the case of additives, flavorings and food enzymes 

and 2) process of Regulation (EU) No. 2283/2015 for new foods. However, the 
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application of regulation encounters difficulties given the existing uncertainty in the 

biological activity of nanomaterials. Due to this limitation to apply these legislative 

instruments, the application of in silico methods is recommended to generate greater 

knowledge in a rigorous and timely manner that can complement the decision taken by 

the European Food Safety Agency on the authorization of a nanomaterial. 

On the other hand, the contribution of QSAR models contributes a great value for the 

effective application of the precautionary principle. We can identify risks to be managed 

that are not mere hypotheses, help prioritize additional studies or decree urgent measures. 

These models must have a considerable level of precision, robustness and transparency 

due to the possible negative impact on the rights of citizens if they are not. 

For this the OECD exposes the 5 principles to create a theoretical framework to be able 

to apply QSAR models, and given the characteristics and the limited information of the 

biological activity of the nanomaterials, it must be flexibilized for the application of 

nano-QSAR models, since principles are conceived to be adapted to different regulations 

and agencies and thus be able to apply the regulation in the most efficient way possible. 

In the context of the European Union, nanomaterials have a different regulation than 

other materials, so principles should not be applied in the same way given the current 

knowledge is not that developed. This is of special interest when you want to detect 

anomalies and prioritize toxicological studies. It can be an excellent complementary tool 

to help, in this case, European Commission to make a decision. Although these 

conclusions are taken after analyzing the nanotechnology regulation in European Union, 

it can be applied in different regions or countries in the future, when different national or 

international food authorities need to evaluate toxicological profile of nanomaterials. 

Perturbation Theory Machine Learning (PTML) is a method well received by the 

scientific literature capable of predicting biological activities based on the disturbance 

that is generated in a system to the known material, taking into account the test conditions 

and the descriptors of the nanomaterials. This makes it possible for a single model to 

provide for many biological activities as IC50, EC50, potency… etc. Additionally, given 

the problem of heterogeneous data which are provided by different biological activities 

studies, by the application of the model the authority would be able to discriminate results 

that are not aligned with predictions. It is concluded that PTML is a valid option to 

regulate nanotechnology food regulation. 
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The logic of validation allows us to 

move between the two limits of 

dogmatism and skepticism. 
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CHAPTER 

4 
4) European Nanotechnology 

Regulation (Pharmaceutic 

Sector) 
 

Given the transversal characteristic of the nanotechnology, other sectors such as 

pharmaceutic sector, has used nanomaterials to improve products in different 

ways. European regulation includes statements to ensure the safety of these 

products in the European market. In this chapter, we present an exploration of 

pharmaceutic regulation on nanomaterials, to show analyze this regulation in the 

European context and the use of Machine Learning to better apply this 

regulation. 
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4) EUROPEAN NANOTECHNOLOGY REGULATION 

(PHARMACEUTIC SECTOR) 
 

 

All the regulations and directives for pharmaceutical sector are analyzed in terms 

of centralized process dependent on the EMA and the European Commission 

that includes a wide variety of drugs. 
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Abstract 

 
Machine Learning (ML) has experienced an increasing use given the possibilities to 

expand the scientific knowledge of different disciplines, such as nanotechnology. This 

has allowed the creation of Cheminformatic models, capable of predicting biological 

activity and physicochemical characteristics of new components with high success rates 

in training and test partitions. Given the current gaps of scientific knowledge and the need 

of efficient application of medicines products law, this paper analyzes the position of 
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regulators for marketing medicinal nanoproducts in European Union and the role of ML 

in the authorization process. 

In terms of methodology, a dogmatic study of the European regulation and the 

guidances of the European Medicine Agency on the use of predictive models for 

nanomaterials was carried out. The study has, as the framework of reference, the 

European Regulation 726/2004 and has focused on the analysis of how ML processes are 

contemplated in the regulations. 

As result, we present a discussion of the information that must be provided for every 

case for simulation methods. The results show a favorable and flexible position for the 

development of the use of predictive models to complement the applicant's information. 

It is concluded that Machine Learning has the capacity to help to improve the 

application of nanotechnology medicine products regulation. Future regulations should 

promote this kind of information given the advanced state of art in terms of algorithms 

that are able to build accurate predictive models. This especially applies to methods such 

as Perturbation Theory Machine Learning (PTML), given that it is aligned with principles 

promoted by the standards of Organization for Economic Co-operation and Development 

(OECD), European Union regulations and European Authority Medicine. To our best 

knowledge this is the first study focused on nanotechnology medicine products and 

machine learning use to support technical European public assessment report (EPAR) for 

complementary information. 

Keywords 

 
Nanotechnology, Regulation, Safety, Cheminformatic. 

 
1. Introduction 

 
Application of Machine Learning (ML) algorithms is gaining momentum both in 

Pharmaceutical Sciences and Nanotechnology. For instance, in Pharmaceutical Sciences, 

Lane et al.1 curated small molecule Mycobacterium tuberculosis (Mtb) data and were 

able to develop and compare predictive models to discover new active molecules 

targeting Mtb. Lei et al.2 developed cheminformatics models in order to predict urinary 
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tract toxicity, given that it is an adverse event for medications or natural supplements. 

Oashi et al.3 provided in silico models that are able to predict the transport potential of 

P-glycoprotein; Fusani et al.4 presented a predictive model for early detection and risk 

mitigation of phospolipidosis in lysosomes of various tissues and Li et al.5 proposed a 

multitask model for concurrent inhibition prediction of five major cytochrome P450 

isoforms by training a multitask autoencoder deep neural network. Furthermore, 

Zhavoronkov6 explores the potential of high-performance computing, artificial 

intelligence and machine learning in terms of reversing the decreasing productivity of 

pharmaceutical industry. 

This interest on application of ML to Nanotechnology is given to the numerous 

functions that the appropriate design of nanomaterials can fulfill.7 These functions are 

possible thanks to the greater surface area and different physicochemical characteristics 

of nanomaterials with respect to the same materials with no nanoscale. For instance, 

Toropova et al.8 presented a model that is able to predict dark cytotoxicity and photo- 

induced cytotoxicity of metal oxide nanoparticles to bacteria Escherichia coli. 

Sizochenko et al.9 applied ML techniques for metal oxide nanoparticles toxicity 

prediction towards Escherichia coli and HaCaT cells. Mikolajczyk et al.10 were able to 

predict the Zeta Potential of metal oxide nanoparticles by utilizing as descriptors the 

spherical size of nanoparticles and the energy of the highest occupied molecular orbital 

per metal atom. In recent dates we must highlight the important advances in models that 

predict, especially, metal oxide nanoparticles cytotoxicity and genotoxicity11–16 among 

other researches.16–30 

As we mentioned, there are studies expanding the scientific knowledge in 

nanotechnology. However, the increasing number of types of nanomaterials that can be 

designed and the generalized lack of information on their characterization provoke a 

considering uncertainty.32 The difficulty to fully understand the behavior of these 

materials means that the precautionary principle is applied to safeguard the safety of 

consumers in the context of the European Union, according to Article 191 of the Treaty 

on the Functioning of the European Union. Therefore, a company must have an 

authorization to market, in the European context, products that incorporate 

nanotechnology. The burden of proof is reversed towards the company that wants to 

market the product: Applicants must show through in silico, in vitro and - more 
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importantly - in vivo studies that the drug is appropriate from the point of view of its 

effectiveness. 

Given the possibilities of specific functions, the variety of possible nanosystems and 

physicochemical characteristics, the authorization system for the marketing of drugs with 

nanomaterials must be effective. This means a doable application to achieve the 

objectives included in the regulation. On the other hand, it is advisable to take into 

account not to avoid, through disincentives, the normal development of this technology. 

For instance, Eisenhardt33 showed how inflexible regulations stifle innovation, through 

environmental law example by applying agency theory basis. This is also aligned with 

the principles of green chemistry related to the reduction, replacement and refinement of 

animal trials.34 In the European Union, regulator institutions have built a partly 

decentralized system by the delegation in other national agencies of each member state. 

On the other hand, centralized process is applied by having an authorization system that 

depends on the report of European Medicines Agency (EMA) and the decisión of 

European Comission.35 Through this centralized process a wide variety of drugs are 

authorized currently, as will be analyzed in this paper. 

This article analyzes the position of European Medicines Agency (EMA) and 

discusses the existing options regarding the application of Machine Learning, given the 

limitations regarding the characterization data of nanomaterials and their biological 

behavior. It is the first article of its kind, to carry out a dogmatic study of the regulation 

of nanotechnology in medical products, from the point of view of Machine Learning. 

This type of study is necessary to explore how the application of these techniques can be 

improved and how to better present information in terms of governance, to ensure a better 

application of the precautionary principle. It takes as reference the European system, 

being able to be replicable in any other country or zone. 

2. Regulation of Nanomedicines in European Union 

 
There are different possibilities of nanotechnology governance, referring to the 

institutional configuration and regulatory options proposed by the literature.36 European 

Union constitutes a common market with supranational institutions and has opted for 
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governance based on hard law for the granting of authorization for the commercialization 

of medicinal products. The justification is to reduce the asymmetry of information 

between the applicant and the institutions. That is, there are standards for ensuring public 

health that do not depend on non-governmental institutions and are based primarily on 

mandatory regulations and directives. This system is not based on recommendations. 

Thus, if a company wishes to market medicine nanoproducts in the context of the 

European Union, it must have been authorized by the European Commission.35 The 

authorization process applied depends on the type of the product; the regulation, 

therefore, is designed vertically. 

For medicine products, Directive 2001/83/EC was an important step for the “mutual 

recognition procedure” harmonization. Through this procedure the evaluation of the 

medicinal product is carried out and can be authorized in other member states depending 

on a report issued by the State where it is applied. However, with Regulation 726/2004, 

considerable progress was made with the creation of EMA and the centralized process: 

The approval for the commercialization of the new drug through the centralized process 

allows marketing in all countries of the European Union, Iceland, Norway and 

Liechtenstein. Among the different justifications for including this novelty in the 

governance of pharmaceutical products, the regulation points out the need to maintain a 

high level of scientific evaluation for high-tech medicines and ensure criteria of efficacy 

and quality (recital 7). Therefore, this procedure is applied to a wide variety of medicinal 

products, see Figure 1. 
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Medicinal products developed by: 

1) Recombinant DNA technology; 2) Controlled 
expression of genes coding for biologically active 

proteins in prokaryotes and eukaryotes; 3) 
Hybridoma and monoclonal antibody methods; 4) 

Advanced therapy medicinal product Gene 
therapy medicinal products or 5) Somatic cell 

therapy medicinal products 

Medicinal products for human use containing a 
new active substance for treatment of: 

1) Acquired immune deficiency syndrome; 2) 
Cancer; 3) Neurodegenerative disorder; 4) Diabetes; 

5) Auto-immune diseases and other auto-immune 
dysfunctions or 6) Viral diseases; 

 

 

MMA Medicinal Products 
for Centralized Process 

 

 

 

 

 

Medicinal products that are designated as 
orphan medicinal products 

Similar biological (“biosimilar”) medicinal 
products which are developed by : 

1) Recombinant DNA technology; 2) Controlled 
expression of genes coding for biologically active 
proteins in prokaryotes and eukaryotes including 
transformed mammalian cells or 3) Hybridoma and 

monoclonal antibody methods. 

 

 
 

Figure 1. Medicinal products that must be authorized through centralized process in 

European Union 

The complete process lasts around 30 months and begins with a submission of 

eligibility request, between 18 and 7 months before marketing authorization application 

(MAA), see Figure 2. Subsequently, if it is eligible, the notification of intention to be 

delivered submit an application, 7 months before the MMA. In the same way, 7 months 

before, the appointment of rapporteurs is carried out, who will be in charge of the 

scientific evaluation. Furthermore, meetings are organized, with EMA in order to advise, 

from a regulatory point of view, the company how to proceed. After 3 months of such 

meetings, the applicant must confirm that the evaluation process will continue. 

Subsequently, the request is sent through the “eSubmission” portal. After the scientific 

evaluation, with a maximum period of 210 days, the Committee for Medicinal Products 

for Human Use CHMP evaluates the MAA and sends a scientific opinion to the European 

Commission. Within 67 days, the European Commission must make the decision to 

authorize or not, through a European Public Assessment Report (EPAR). 
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Figure 2. Medicinal products that must be authorized through centralized process. 

 
During the pre-submission stage, the meetings phase allows the applicant to be guided. 

This implies that the presentation of information and the scientific evaluation phases are 

more efficient. As we will see in the following sections, this is especially useful for drugs 

incorporated into nanosystems, given the uncertainty about physicochemical properties, 

as well as how the information should be characterized and presented. Another aspect 

detailed in these meetings is how to design, build and use predictive models using 

Machine Learning techniques for these nanosystems. There are guides proposed by the 

CHMP, referring to both nanosystems and Machine Learning techniques, which will be 

discussed in the following sections, on how to build and present these types of models. 

However, these guides are characterized by being flexible. They are based on the fact 

that each nanosystem may differ in physicochemical properties, and studies must have 

been applied one by one. 

3. Machine Learning and Nanomedicine Regulation 

 
The application of regulation for nanotechnology medicine products, should consider 

the protection of certain rights of consumers related to public health. This objective must 

be achieved without discouraging the development of nanotechnology. The effect must 

be the opposite: Granting legal certainty to protect consumers, build trust, promote the 

use of improved safe drugs and encourage the design of new drugs. Given the limitations 

Submission 
of Eligibility 

Request 

Notification 
of Intention 
to Submit an 
Application 

Scientific 
Evaluation 

CHMP 
Scientific 
Opinion 

European 
Commission 

Decision 

Appointment 
of Rapporteurs 

Pre- 
Submission 
Meetings 



4) EUROPEAN NANOTECHNOLOGY REGULATION (PHARMACEUTIC 

SECTOR) 

88 

 

 

 

of knowledge about the behavior of novel nanosystems, prediction using computational 

techniques is revealed as a convenient tool.37 One of the valuable applications of machine 

learning is its ability to predict cases (dependent variable) keeping in mind the attributes 

(independent variables) of previous cases. Similarly, the biological activity of 

components can be predicted with the reference of attributes of other cases. Therefore, at 

the legislative level, it is presented as a useful tool for the application of the precautionary 

principle, for nanostructured drugs.36 The precautionary principle is a legal institution 

that justifies anticipatory measures to control a given risk. This risk must be justified, 

although not showed with complete certainty. In this way, the body that authorizes the 

marketing of drugs will be able to know with certain levels of precision, the behavior of 

these compounds or the parts that compose them. They can also be used by applicants to 

complement information on the behavior of new drugs as well as justify the selection of 

characterization methods and tests performed. 

For the construction of the model, a reproducible process must be followed to extract 

information from the available data at the time. The application of the CRISP-DM38 

(Cross Industry Standard Process for Data Mining) methodology is widespread for data 

mining processes, see Figure 3. This methodology presents the advantage of being the 

most contrasted by data minin experts. It is based on the understanding of the objectives, 

assess the needs, goals as well as make a plan to specify what is to be predicted. 

Subsequently, the data is collected and the exploration and preprocessing is carried out 

to have quality data. The next step is to build and adjust the model. To finalize the model 

is evaluated and applied. This methodology is also not completely linear since the steps 

taken feed back the previous steps to improve the prediction. This characteristic permits 

us to create a model adjusted to reality to face the uncertainty problem of nanosystems in 

different phases. 
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Figure 3. General Machine Learning Process Scheme. 

 
The process described above should result in a predictive model that meets certain 

international standards such as the OECD. For this, OECD proposed a guidance on how 

to validate QSAR (Quantitative Structure-Activity Relationships) models.39 The 

document was generated approved at the Joint Meeting Of The Chemicals Committee 

And The Working Party On Chemicals, Pesticides And Biotechnology of March 30, 

2007. The purpose of this document is to provide a detailed but not prescriptive guidance 

on how principles should be applied to different QSAR models. These principles consist 

of model features: 1) A defined endpoint; 2) an unambiguous algorithm, in order to 

ensure transparency in the description of the algorithm ,; 3) a defined domain of 

applicability in order to ensure reliable predictions; 4) appropriate measures of goodness- 

of-fit, robustness and predictivity, depending on the statistical method and 5) a 

mechanistic interpretation. 

3.1. EMA and guidances for Machine Learning 

 
EMA provided guidances regarding how modeling and simulation techniques should 

be applied to generate information in different specific fields. As we will see, many 

common points are presented, so we could explore the possibility to create one single 
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guidance for modelling any type of nanosystem. The 3 guidances used to gather the 

principles on which it is based are indicated hereunder: 

1) Guidanceline on Reporting the Results of Population Pharmacokinetic 

Analyses (CHMP/EWP/185990/06).40 Document presented by CHMP. 

This detailed guidance is the information that must be included for population 

pharmacokinetic studies. This is applied for regulatory purposes. In this guidance, there 

is not detailed information about how the process of creating the model should be. The 

same document establishes that these principles are equally applicable to 

pharmacodynamic (PD) and pharmacokinetic/pharmacodynamics (PK / PD) studies. 

In the presentation of the analysis plan, information such as the objectives of the 

analysis or justification and source of the data should be included. In addition, the report 

must reflect information related to the model in order to be evaluated and ensure its 

usefulness and effectiveness. This information includes: a) general modeling aspects (e.g. 

software, estimation methods, diagnostics); b) the overall modeling procedure / strategy; 

c) the structural models to be tested (if this has been decided); d) the variability models 

to be tested, e) the covariates and covariate models to be tested together with a rationale 

for testing these covariates based on, for example, biological, pharmacological and / or 

clinical plausibility; f) the algorithms / methods to be used for covariate model building; 

g) the criteria to be used for selection of models during model building and inclusion of 

covariates and h) the model evaluation / qualification procedures to be used. 

The guidance does not expressly refer to simulation techniques such as the use of 

information fusion to generate a model. These methods can be an excellent tool to predict 

the biological and/or physicochemical behavior of the components in a complex 

simulated system. If justified within the situation analysis and strategy design section as 

well as in the preparation of data, the model would comply with the conditions included 

in this guidance. 

The document also includes the recommended sections in the report to be submitted 

by the applicant, see table 1. It should be noted that they are recommendations to provide 
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detailed information from the regulatory point of view. Therefore, it is not mandatory 

and should be interpreted and adapted as the scientific knowledge of this area evolves. 

 

 

 

Sections Description R. Aspectsa 

 
 

Summary 

 

Overall summary of the 

population PK analysis 

Context of study, Objectives, 

Study design, Data, Methods, 

Results, Main finding and 

Conclusion 

Introduction 
To provide a context for the 

specific population PK analysis 

Background information, intent 

and special features 

Objectives 
Specific objectives of the 

population PK analysis 

 

No detailed 

 

 

 

Data 

 

 
 

 
 

Data sets characteristics 

Description of studies, method to 

calculate the endpoints, 

description and justification of 

variables transformation, 

description of missing data 

process, specifications of datasets 

used and identification of outliers 

 

 

 

 
Methods 

 

 

 
 

Methods used and same 

components as analysis plan 

Justification of choice of analysis 

and estimation method. Software 

used and assumptions 

 

Moreover, information about 

structure of the potential model, 

covariates, variability and model 

evaluation 

 
 

Results 

Description of process and 

important decisions taken to 

achieve the final model with 

high level of robustness 

Data description, Base model 

description, covariate selection, 

final model description and final 

model evaluation 

Discussion 
Assessment of how the model 

describes the data 

How the covariates influence and 

how the results will be used 

a
R. Aspects= Reccomended Aspects. 

 
Table 1. Recommended information to present for PK/PD models 

 
The guidance also does not include express reference to accepted types of techniques, 

since there is no machine learning technique that stands out from the rest in a generic 
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way. It will depend on the specific data. Therefore, in a flexible way, the guidance 

proposes that each case must be justified, in order to grant the appropriate regulatory 

value. According to this, it also does not comment on the number of cases needed to train 

the model, or how the information of the different test conditions should be integrated 

into the data. In this sense, we highlight the Perturbation Theory Machine Learning 

(PTML) methodology for its versatility by being able to work with heterogeneous data 

(different endpoints) resulting from different trials with different conditions. 

2)  Guidanceline on the Investigation of Drug Interactions 

(CPMP/EWP/560/95/Rev).41 Document presented by CPMP. 

This guidanceline is designed to recommend how information must be presented in 

terms of drug interaction. That is, the effect produced by medicine on another drug and 

the drug on medicine. This is due to the problems that may arise from this type of 

interactions and in some cases it may reduce the effectiveness of the treatment or increase 

the adverse effects. 

In order to know the pharmacokinetic interactions it is recommended to use in vivo 

studies (mainly in humans due to the difficulties of extrapolating results with other 

methods) and in vitro. In addition, the importance of complementary studies in silico to 

inform about the qualitative potential of the interaction as well as estimate its quantitative 

effect is expressly stated. In this sense, in silico studies are conceived as models that are 

constructed throughout the different phases of drug design. This allows the model to be 

corrected with the information that is generated in the different stages. Subsequently, it 

can also be used to simulate effects under different doses. 

This guidance refers to the use of simulations to have more information about the 

potential for interaction between drugs or to improve the design of the live experiment. 

The indicated guidance, by providing more information once the tests have been carried 

out, can update the previously constructed model, as a measure to improve its accuracy. 

Regarding the report that must be presented on the applied analysis, it must include 

information on detailed description of the structure of the models, source, justification of 

parameters, explanation of the assumptions and their physiological and biochemical 
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plausibility, sensitivity analysis, etc. It does not include the information necessary for its 

presentation, but it is understood that it will be all the information that helps to understand 

the model, its design, precision and usefulness, in a transparent way. 

3) Guidanceline on the qualification and reporting of physiologically based 

pharmacokinetic (PBPK) modelling and simulation 

(EMA/CHMP/458101/2016).42 Document presented by CHMP. 

This guidance is justified by the high number of drug authorization applications that 

include Physiologically Based Pharmacokinetic (PBPK) models. It is the first EMA 

guidance specifies the elements that must include the information that accompanies the 

presentation of the model. Doing so, it can be evaluated for regulatory terms in an 

appropriate manner. The guidance does not distinguish between platforms that are 

operating in the market and platforms created ad hoc for a specific application before the 

EMA. In addition, it expressly states that it may be applied in any area where such a 

model is presented. The information guidance presented for PBPK modeling and 

simulation also covers the qualification regime of a platform to be used for regulatory 

purposes. 

Regarding the report, the guidance indicates elements that should be included, see 

Table 2. These elements are the objectives, background information, assumptions, 

system dependent parameters, drug model, results and discussion. It is expressly 

established that they are recommendations. So the information should be as complete as 

possible in order to be evaluated from the regulatory point of view. Therefore, if more 

information is available that is not included in this guidance, it would be advisable to 

include it in the report so that there is no information asymmetry between the applicant 

and the institution. 

 

Sections Description R. Aspectsa 

 
Objective 

Objective and the intended 

regulatory purpose of the 

PBPK modelling 

 

No detailed 

 

Background information 

Information about the 

investigational drug 

emphasising in vivo and in 

vitro ADME 

Relevant pharmacokinetic 

characteristics of the drug. If 

possible quantitative mass- 
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  balance diagram. Explanatory text 

and references 

 

 

 
Assumptions 

Assumptions made in the 

submitted drug model 

Explicit and systematic discussion 

of the assumptions. Data to 

support the assumptions and their 

biological plausibility. Dicussion on 

impact the assumptions have on 

the model and the outcome 

System dependent parameters Summary of parameters Any change must be justified 

 

 

 
 

Drug model 

 

 

 
 

Description of the 

investigational drug model. 

Description of model building, 

Drug dependent parameters, Drug 

model structure, Sensitivity 

analysis, Characterizing the level 

of confidence in PBPK models, 

Evaluation of the drug model 

 

 
Results 

Results presented in a clear 

and comprehensive manner 

Details of simulation conditions, 

sensitivity analysis, model files, 

parameters presented visually 

with descriptive statistics. 

 
 

Discussion 

Contribution of the model Contribution for decision making 

process. Relacionar los conceptos 

de exposición y 

eficacia/seguridad. 

a
R. Aspects= Reccomended Aspects. 

Table 2. Recommended information to present for PBPK modelling and simulation 

Given that the guidanceline on reporting the results of population pharmacokinetic 

analyzes guidance, this guidance is characterized by being flexible in terms of model 

design, provided they are justified and transparent. No restrictions on the preprocessing 

of data or sources are included. Likewise, no comments are introduced on whether it 

should be a single endpoint to predict, or if the model can take into account different 

endpoints with heterogeneous information. This point is of enormous importance since 

the existing data in public repositories are characterized by being heterogeneous. As we 

mentioned before, the importance of the PTML methodology is pointed out, since it 
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allows generating multi input and multi output models, taking into account the 

information of more cases with different endpoints. 

3.2. EMA guidances for the authorization of nanomaterials. 

 
To achieve a proper application of the process described previously, CHMP issued 

documents that served as a guide for the development and characterization of 

nanomedicine products. These guidances help companies to identify and present the 

necessary information to achieve successful marketing authorization applications. As the 

CHMP points out, they are guidances that must be interpreted together. Next, the 4 

reflection papers elaborated on nanomedicine are indicated and commented: 

1) Data requirements for intravenous iron-based nano-colloidal products 

developed with reference to an innovator medicinal product 

(EMA/CHMP/SWP/620008/2012).43 Document presented by CHMP. 

This document was adopted by CHMP on 26 March 2015 and replaced the previous 

document “Reflection paper on non-clinical studies for generic nanoparticle iron 

medicinal product applications” (EMA / CHMP / SWP / 100094/2011). 

This document aims to identify relevant information to support marketing 

authorization for an intravenous iron-based nano-colloidal product developed with 

reference to an innovator product. This product is designed for the treatment of iron 

deficiency cases. Iron release capacity is related to the size and surface of colloidal iron 

and matrix. However, in order to comply with the requirements, not only the decision can 

be taken taking into account the concentration, but other data on the toxicity and 

performance of this drug. 

To do this, they must present a highly similar quality profile. If there is a difference, 

it must be justified in terms of safety and efficacy. The document refers to 3 aspects that 

can influence the safety and efficacy of the product: 1) stability of the iron-carbohydrate 

complex; 2) physicochemical properties of the carbohydrate matrix and 3) 

physicochemical properties of the iron and iron-carbohydrate complex. To evaluate it and 

ensure the level of quality, in addition to the physicochemical characterization, both 

clinical and non-clinical trials are required, in which machine learning fulfills both 

informative and complementary roles. 
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For the use of Machine Learning techniques in order to create models and simulations 

of pharmacokinetic performance (PBPK) of the nanoparticles, a biodistribution studies 

that evaluate distribution, metabolism and excretion of nanoparticles are necessary. In 

addition, pharmakocinetic information about their in vivo degradation or solubilization 

products should be included. Since the models are created with the intention of predicting 

the behavior of these nanocolloidal products, the document mentions the need to know 

the distribution not only in blood/plasma, but also reticular endothelial system (RES) and 

target tissues / organs. If PBPK modeling o simulation is presented, the information of 

the model regarding the structure, parameters and discussion of certainty are necessary. 

The document includes an endpoint which refers to empirical models. In these cases 

if parameters are the same, a justification must be presented. Besides, it points out the 

importance of building a model to estimate a determined endpoint (i.e., the difference in 

distribution of iron in various tissues). The document does not pronounce on multioutput 

information models, capable of predicting different outputs with high precision. 

However, since it is not expressly mentioned and they fulfill the function referred to in 

the document, we cannot find a reason why it cannot be used. To present it, a graph 

representing the predicted and observed cases in different tissues or fluids will also be 

necessary. 

 

 

2) Data requirements for intravenous liposomal products developed with 

reference to an innovator liposomal product (CHMP/806058/2009/Rev. 

02).44 Document presented by CHMP. 

This document was adopted by CHMP on 13 March 2013. This document aims to 

guidance the production of information for marketing authorization for an intravenous 

liposomal products developed with reference to an innovator product. These products are 

designed for the encapsulation of active substances in the aqueous phase of the liposome 

given the different pharmacokinetic properties of this type of systems. The 

physicochemical properties of these systems such as particle size, membrane fluidity, 

surface-charge and composition are determinants for biological behavior. However, in 
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order to be authorized, there must be more information. The reason is that if changes are 

made in the production process or in the formulation, the interaction with the cell could 

vary. This may lead to a change in the safety or effectiveness of the new product. 

Like the previous section, to be authorized you must present a highly similar quality 

profile. To do this, a comparison should be made with the reference product to ensure its 

quality as a first step. To comply with the pharmaceutical comparison, the differences 

between the applicant's product and the reference product must be discussed and justified 

in terms of safety and efficacy. Subsequently, clinical and non-clinical studies are 

conducted to know the biological behavior and ensure equivalence between the products. 

The document notes that non-clinical pharmacodynamic studies should include 

evidences of similarity by using appropriate in vivo models and applying different doses 

levels. Similarly, for pharmacokinetic studies some aspects can be presented using a 

predictive model, based on both cells and animals. In these cases, in addition to 

information on the exposure, data should also be provided on the similarity in the 

distribution and disposal of the product. Besides, the document also refers to the applicant 

being able to choose the model provided that their suitability to investigate the release of 

drugs with liposomes is justified and is constructed with appropriate species data for this 

type of study. As for the quantity of the doses, the document recommends that PBPK 

modelling or allometric equations should be used. 

On the other hand, the document also proposes the use of models for toxicological 

studies. This type of study, in general, is not necessary in this marketing authorization 

process. However, depending on the characteristics of the new product, the result of the 

comparison of quality or the toxicity generated by the product, it may be required: 

Specifically, the use of models to show toxicological results focused on specific organs. 

The document also notes that to determine adverse effects such as immune 

reactogenicity, the use of modeling techniques is appropriate. 

3) Joint MHLW/EMA reflection paper on the development of block copolymer 

micelle medicinal products (EMA/CHMP/13099/2013).45 Document 

presented by CHMP. 

This document was adopted by CHMP on 19 December 2013. This document provides 

information on the production, clinical studies and non-clinical studies of block- 
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copolymer micelle drug products. These products carry an active substance, offering 

properties such as better stability once created, optimize pharmacokinetics, control the 

release of the active substance, etc. The document points out the complexity of these 

systems and the need to foster dialogue with the regulatory organization in order to advise 

on the critical attributes of the system. 

This document was adopted by CHMP on 19 December 2013. This document provides 

information on the production, clinical studies and non-clinical studies of block- 

copolymer micelle drug products. These products carry an active substance, offering 

properties such as better stability once created, optimize pharmacokinetics, control the 

release of the active substance, etc. The document points out the complexity of these 

systems and the need to foster dialogue with the regulatory organization in order to advise 

on the critical attributes of the system. With the information provided by the studies, both 

in vivo and in vitro, the use of supervised Machine Learning techniques would allow us 

to predict the behavior of this type of medicinal products. Once reported, in silico studies 

could provide toxicity studies to obtain results with certain levels of accuracy. These tools 

are useful for justifying both the design of the assay, as well as predicting the biological 

behavior of the nanosystem. 

 

 

4) Reflection paper on surface coatings: general issues for consideration 

regarding parenteral administration of coated nanomedicine products 

(EMA/325027/2013).46 Document presented by CHMP. 

This document was adopted by CHMP on 22 May 2013. It is a document that provides 

information on the development and lifecycle of coated nanomedicine products. This 

guidance hosts both covalently and noncovalently bounds coatings. The document refers 

to the possibilities of this type of product especially for the ability to minimize 

aggregation and improve stability as well as to modify the critical properties of the 

product in terms of safety and effectiveness. Although it does not expressly refer to the 

use of modeling techniques, information regarding in vivo and in vitro studies, such as 

determination of the physico-chemical stability of the coating in respect of proposed use, 
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under conditions relevant to the route of administration or in vivo impact of different 

coating materials / surface coverage on PK and bio-distribution. 

The use of modeling and simulation techniques can lead to a considerable advance in 

the knowledge of the physicochemical and biological behavior of coated nanomedicine 

products. As we have seen previously, the principle underlying the guidances on the 

presentation of information related to predictive models and the use of machine learning 

is the principle of transparency. This principle finds justification to reduce the asymmetry 

of information between the institution and the applicant. Therefore, we do not identify a 

reason why the criteria in these guidelines should not apply for coated nanomedicine 

products. However, under the principle of regulatory economy, it is advisable to include 

a horizontal guide on the presentation of information for all types of nanosystems. 

4. Concluding thoughts. 

 
In the context of the European Union, the regulation of nanotechnology has been 

applied vertically, that is, depending on the type of product a different regulation is 

applied. In the case at hand, an express regulation is applied to medicinal products that 

incorporate nanomaterials. As a result of this regulation, these products must be 

authorized through a process that shows the effectiveness of the new medicinal product. 

There is a centralized process dependent on the EMA and the European Commission that 

includes a wide variety of drugs. 

In different guidances, the information that the applicant must present has been 

indicated. A process with transparency is pursued to reduce the asymmetry of information 

between the institution and the applicant. The parts included are not taxative, so the 

recommendation is to provide all the information available, in addition to that indicated 

in the guidance. Likewise, before carrying out the application process, there is a prior 

advice process by EMA. In this way, time and regulatory complexity are reduced. This 

process aims to apply the precautionary principle and thus ensure public safety. 

The EMA has ruled on the application of modeling and simulation techniques: It can be 

done to complement information at different times of the process. These are advanced 

techniques that predict, with a certain level of precision. The minimum level of precision 

is not included, such as the percentage of sensitivity, specificity or other statistical 

parameter. It also does not include which methods are more suitable for this type of study, 

for example, it is more complicated to give mechanistic interpretation to models 
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constructed with neural networks, comparing to other techniques such as logistic or linear 

discriminant analysis (LDA). Therefore, they are very flexible guidances that try to open 

the way to advanced Machine Learning techniques. Taking into account the uncertainty 

regarding the scientific knowledge of nanotechnology and the need to study products 

with nanotechnology on a case-by-case basis, it is an adequate approach in terms of 

governance. 

Furthermore, the guidances do not include limitations on the process of data extraction 

or data preprocessing. This means that different modeling and simulation techniques can 

be used, if justified, such as the fusion of data with which you can build data sets. In these 

cases, the Perturbation Theory Machine Learning technique is of particular interest, since 

it uses tests with different conditions as input measuring different endpoints. This makes 

it possible to create flexible multioutput models to better understand the behavior of the 

compound, according to different endpoints, which is useful for both the applicant and 

the EMA. This method is aligned with the principles recommended by the OECD, on the 

validation of QSAR models. 

As we have seen throughout this study, the tendency of EMA is to create presentation 

guidances for models and simulations for different types of medicinal products. Likewise, 

there are also different documents that recommend how to present the information in case 

of being nanotechnological medicinal products. In the different documents, there is 

redundant information from the point of view of the information to be presented. The 

creation of a document with recomendations about the information to be presented for 

any model or simulation for nanotechnological products is recommended, given the 

particular characteristics and the current data limitation. 
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If I have seen further it is by standing 

on the shoulders of Giants 

Isaac Newton 
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5) Modelling Vitamin 

Derivatives 
 

As we will check in the following chapters, vitamin derivatives will be one of 

the most important compounds in particular nanosystems. This is the case of 

DVRNs. This compound could give to these systems more desirable biological 

activities. We are interested in designing even better compounds to integrate 

them in nanosystems. 

 
To do so, we develop a model able to predict a multi output model able to predict 

biological activities of new vitamin derivatives. We apply the PTML 

methodology by following the workflow included in Figure 6. 
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Figure 6. General workflow to build the models for the present study 
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ABSTRACT. Determining the biological activity of vitamins derivatives is needed given 

that organic synthesis of analogs of vitamins is an active field of interest for Medicinal 

Chemistry, Pharmaceutical and Food Additives. Accordingly, scientists from different 

disciplines perform preclinical assays (nij) with a considerable combination of assay conditions 

(cj). Indeed, ChEMBL platform contains a database that includes results from 36220 different 

biological activity bio-assays of 21240 different vitamin and vitamin derivatives. These assays 

present are heterogeneous in terms of assay combinations of cj. They are focused on > 500 

different biological activity parameters (c0), > 340 different targets (c1), > 6200 types of cell 

(c2), > 120 organisms of assay (c3) and > 60 assay strains (c4). It includes a total of > 1850 

niacin assays, > 1580 tretinoin assays, > 1580 retinol assays, 857 ascorbic acid assays, 

etc. Given the complexity of this combinatorial data in terms of being assimilated by 

researchers, we propose to build a model by combining Perturbation Theory (PT) basis and 

Machine Learning (ML). Through this study, we propose a PTML (PT + ML) combinatorial 

model for ChEMBL results on biological activity of vitamins and vitamins derivatives. The 

Linear Discriminant Analysis (LDA) model presented for training subset a Specificity (%) = 

90.38, Sensitivity (%) = 87.51, and Accuracy (%) = 89.89. The model showed for external 

validation subset Specificity (%) = 90.58, Sensitivity (%) = 87.72, and Accuracy (%) = 90.09. 

Different types of linear and non-linear PTML models such as Logistic Regression (LR), 

Classification Tree (CT), Näive Bayes (NB), and Random Forest (RF) were applied in order to 

contrast the capacity of prediction. The PTML-LDA model predicts with more accuracy by 

applying combinatorial descriptors. In addition, PCA experiment with chemical structure 

descriptors allowed to characterize the high structural diversity of the chemical space studied. 

In any case, PTML models using chemical structure descriptors do not improve the 

performance of the PTML-LDA model based on ALOGP and PSA. We can conclude that the 
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three variable PTML-LDA model is a simplified and adaptable tool for the prediction, for 

different experiment combinations, the biological activity of derivative vitamins. 

■ INTRODUCTION 

 

The organic synthesis of analogs of vitamins is an active field of interest for Medicinal 

Chemistry, Pharmaceutical and Food Additives industry as well1. For instance, vitamin D3 

analogs synthesis have been promoted given its capacity to modulate signaling pathways with 

the objective of discover desirable effects in cancer cells.1–5 We can consider other examples 

as vitamin K analogs as possible cancer therapy, due to the inhibition produced in the growth 

of cancer cells by mechanisms as apoptosis, cell cycle arrest and autophagy.6 Also, for their 

characteristics to develop stem-cell-based therapies for neurodegenerative diseases.7 Vitamin 

E analogs express neuroprotective function due to the anti-apoptotic properties,8,9 among other 

functions.10 Vitamin B12 analogs for cyanide detection and detoxification11, and more different 

functions.12 

Preclinical assays about vitamins and their derivatives are important in order to generate 

more information about their biological activity.13–32 In ChEMBL database, 36220 assays 

results of this type of compound have been found. There is four main types of assays: a) Data 

measuring binding of vitamin to a molecular target (Ki, IC50, Kd, etc.); b) Data measuring the 

biological effect of a compound (% cell death in a cell line, rat weight, etc.); c) Data about 

absorption, distribution, metabolism, and excretion (ADME); d) Data measuring toxicity of a 

compound (cytotoxicity, hepatotoxicity, etc.); e) Assays measuring physicochemical properties 

of the compounds in the absence of biological material (e.g. solubility); and f) Other studies 

that we cannot consider for any of the previous groups.33 Given that every compound must be 

studied for every target for selectivity process, the number of assays would be too high, with 

high costs involved and animals sacrifice. Consequently multi target computational models that 
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predict biological activities and chemical properties are useful.34–39 This is aligned to the basis 

of Replacement, Reduction and Refinement in animal experimentation (three Rs principle)40 

Computational capacities through Machine Learning (ML) give us the opportunity to process 

information as molecular descriptors; however, traditional techniques to extract metadata from 

complex databases of preclinical assays are not adequate. This is the case of ChEMBL 

database, which contains Big Data sets, according to HACE Theorem (starting from 

Heterogeneous and Autonomous sources that seeks to explore Complex and Evolving 

relationships among data)41 of preclinical assays.42 In ChEMBL database, a specific biological 

activity is considered in each assay, such as Activity, EC50, IC50, etc. 

We must highlight that potential duplicates were a key aspect in preprocessing phase. We 

detected and deleted duplicated cases. The cases without indispensable information such as 

biological values, measures or assay conditions were also deleted. Furthermore, the activity 

comments were not used to build the model. We must point out that we applied PTML method, 

which has been published and contrasted in literature; even to create previous models with 

ChEMBL databases. There are not models of this type that take into account techniques such 

as natural language process of activity comments. We propose to apply this technique for future 

researches. Regarding the dataset, ChEMBL is managed by the European Bioinformatics 

Institute (EBI). The data is extracted directly from the literature: There are 7 core journals: 

Bioorganic & Medicinal Chemistry Letters, Journal of Medicinal Chemistry, Bioorganic & 

Medicinal Chemistry, Journal of Natural Products, European Journal of Medicinal Chemistry, 

ACS Medicinal Chemistry Letters and MedChemComm. After extracting the data, a manual 

curation process is applied. Moreover, the data is updated regularly every 3-4 months. We use 

this dataset, the version of January 2019. We must say that most of the standard relation data 

is not “=”, which is other cause we use classification techniques instead of regression ones. The 
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number of every standard relation is: 9 “~”, 152 “<”, 2 “<=”, 11034 “=”, 254 “>”, 13 “>=” and 

 

24756 blanks. 

 

Furthermore, the combination of Perturbation Theory (PT) basis and Machine Learning 

techniques can be applied to solve this uncertainty of compounds activity. This is due to PTML 

(Perturbation Theory Machine Learning) models have been applied to different areas like 

medicinal proteomics, chemistry, and nanotechnology.43–55 This model is especially adequate 

for databases with similar Big Data characteristics and combinatorial information. 

Nevertheless, researches about PTML models for vitamin and vitamin derivatives compounds 

including multiple biological activity data have not been reported. We advance the first model 

in order to predict vitamins derivatives biological activity. This is possible thanks to the 

versatility by PTML method, which, gives the opportunity to decrease costs, reduce, replace 

and refine animal experimentation. 

A general workflow followed for PTML construction is presented In Figure 1. This 

workflow will be taken as reference for this research. 
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Figure 1. General workflow to develop a PTML model by using ChEMBL database 

 

■ MATERIALS AND METHODS 

 

Vitamins Data pre-processing. The results of the preclinical assays that were used to build 

the model were extracted from the public database ChEMBL in January 2019. The structure of 

the dataset is heterogeneous given that there are different compounds. In some cases, a 

determined compound constitutes different observations given that many assays have been 

applied. All the compounds have at least 70% of similarity with a vitamin reported in 

ChEMBL. The compounds with more cases are niacin > 1800, tretinoin > 1500 cases, retinol 

> 1500 cases and ascorbic acid > 800, calcitriol > 700 see Table 1. In supplementary 

information, we report all the classifiers to identify any compound included in the dataset. 

Table 1. Compounds with more observations in dataset 

 
Subset Cases Molecular Formula Structure 

 
Niacin 

(Vitamin B3) 

 
 

1863 

 
 

C6H5NO2 

 

 

 
Tretinoin (vitamin A) 

 

 
1589 

 

 
C20H28O2 

 

 

Retinol 

(Vitamin A) 

 

1585 

 

C20H30O 

 

 

Ascorbic Acid 

(Vitamin C) 

 

 

847 

 

 

C6H8O6 
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Calcitriol 

(Vitamin D) 

 

 

 

 

 

732 

 

 

 

 

 

C27H44O3 

 

 

 

 

Each assay presents an experimental parameter vij that measures the biological activity of the 

ith vitamin analog (viti) over a given target jth. In all cases, the value of the experimental 

parameter vij depends on two elements: 1) The structure of the ith vitamin and 2) conditions cj 

= (c0, c1, c2, …cn) that characterize every preclinical assay. The first considered cj is c0 = the 

biological activity vij taking into account the units in which the result is presented (IC50 (nM), 

EC50(nM), etc.). Besides, other 4 conditions were included: c1 = target protein, c2 = name cell, 

c3 = assay organism and c4 = assay strain. 

In order to build the model, classification techniques were considered to predict a desirable 

biological activity. The model gives us the opportunity to predict compounds behavior, in terms 

of desirable biological values. Below, we propose different combination of cutoffs, in case we 

need a more restricted model. The aim of this study is to create a useful tool to complement 

information or event to guide researchers for the development of new compounds. For that, at 

some point, a decision must be made to continue with the development of the compound. Given 

the characteristics of the dataset and the literature, PTML technique for classification is a 

suitable method to extract knowledge. That is the reason why a classification technique is 

preferred over regression methods. We also present this study to promote other future 

researches to build models by applying regression techniques. Thus, the discretization of the 
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ij 0 1 ij 𝑘=1,𝑗=0 

 

values vij is as follows: f(vij)obs = 1 if vij > cutoff and the desirability of the biological activity 

parameter d(c0) = 1 (Table 2). On the other hand, f(vij)obs = 1 also if vij < cutoff and d(c0) = 0, 

otherwise f(vij)obs = 0. The value f(vij)obs = 1 means that there is a desired biological effect of 

the vitamin over the target. When d(c0) = 1 means that the activity, measured with a determined 

units, and the biological effect are directly proportional, otherwise d(c0) = 0. 

PTML linear model. PTML technique is especially adequate for complex databases with 

varied preclinical assays registered, as on ChEMBL.56 Once the model is prepared, scoring 

function values f(vij)calc can be calculated for a specific vitamin taking as a reference multiple 

conditions combination cj = (c0, c1, c2, …cn) of the bio-assay. An important aspect to highlight 

is that Moving Averages (MA) as input of the model is convenient as they have information of 

the molecular descriptors and the assay conditions. In this paper, the linear PTML models seek 

have the following form of equation 1: 

𝑓(v ) 
𝑐𝑎𝑙𝑐 

= a  + a  · 𝑓(v  ) 
𝑒𝑥𝑝𝑡 

+ ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a𝑘𝑗 · ∆Dk(cj) (1) 

 

The ML algorithm Linear Discriminant Analysis (LDA) was created with the software 

STATISTICA.57 This algorithm lets us to develop the first PTML classification models 

(PTML-LDA) with the purpose of predicting different biological activities of a molecule. We 

also developed other PTML linear models using LDA algorithm and Logistic Regression (LR) 

algorithm implemented in R studio. 58 

PTML non-linear models. We also explored other PTML non-linear models with the 

following ML algorithms: Classification Tree (CT), Näive Bayes (NB), and Random Forest 

(RF) were applied.59–62 All these algorithms were run in the platform R studio,58 by using 

MASS, NNET, RPART, E1071 and RANDOMFOREST packages with default parameters. 

There are other algorithms than are suitable to be applied with PTML like Artificial Neural Networks 

(ANN), Kernel Support Vector Machine or XGBoost among others. When we apply Perturbation 
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Operators to a reference function, we can consider PTML is applied, so different algorithms are 

applicable to explore and better model the data. We propose further studies to explore these other 

techniques by using the workflow presented in Figure 2. 

 

 
 

 

Figure 2. General workflow to build the models for the present study. 

 

■ RESULTS AND DISCUSSION 

 

PTML-LDA MA linear model. PTML model takes as reference the expected value of 

biological activity f(vij)expt of a determined vitamin analog and considers the perturbations in 

the system through the PT operators ΔDk(cj). The best model found in terms of Accuracy, 

Specificity and Sensitivity is the following: 

𝑓(vij) = −8.1168817 + 17.540180 · 𝑓(vij) 
𝑐𝑎𝑙𝑐 𝑒𝑥𝑝𝑡 

(2) 



5) MODELLING VITAMIN DERIVATIVES 

118 

 

 

 

+0.18278 · ∆D1(c0) 
−0.32862 · ∆D1(c1) 
−0.47524 · ∆D1(c2) 
−0.01883 · ∆D2(c2) 
+0.230552 · ∆D1(c3) 
+0.02133 · ∆D2(c3) 
+0.46245 · ∆D1(c4) 

 
n = 24146 𝜒2 = 21558.03 p < 0.05 

In Table 2, information of PT operators included in PTML-LDA model is described. 

Besides, the following are the statistical parameters: n corresponds to the number of bio-assays 

for training the model, χ2 is the Chi-square statistics and p is the p-level. In equation 2, the 

variable f(vij)expt is the expected value of biological activity for a determined vitamin taking 

into account an assay conditions combination cj = (c0, c1, c2, … cj … cmax). PT operators consist 

in Moving Averages product of the operation ΔDk(cj) = Dki - <Dk(cj)>, for one condition or a 

combination of different conditions at time. Thus, it takes as reference the value Dki, which is 

utilized in the model to encode the structure of every vitamin studied. In this present research, 

the molecular descriptors provided by ChEMBL and taken into consideration were D1 = 

ALOGP (n-Octanol/Water Partition Coefficient) and D2 = PSA (Polar Surface Area). PT 

operators express the perturbation of Dki from the expected value. In this case, the expected 

value used is the average <Dk(cj)> of every molecular descriptor measured in different 

conditions or combination of conditions cj or cj, respectively. As output, the model calculates 

f(vij)calc which is a scoring function of vij of the vitamin derivative in the different conditions 

or combinations of assay conditions cj. After calculating f(vij)calc the algorithm compute the 

posterior probabilities p(f(vij)obs = 1)pred by applying Mahalanobis’s distance metric.63
 

Table 2. Perturbation theory operators included in the model. 
 

 

Assay 

Condition 
Condition Symbol Operator Formula Description 
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c0 

 

Activity type 

 

f(vij)expt 

 

n(f(vij)obs=1)/nj 

Expected value of 

probability p(f(vij)=1)expt 

for c0 

 

c0 

 

Activity type 

 

ΔD1(c0) 

 

 

 

 

 

 

 

 
ΔD1 = ALOGPi - <ALOGP(cj)> 

ΔD2 = PSAi - <PSA(cj)> 

 

 

 

 

 

∆ALOGP(cj) refers to the 

deviation of the 

hydrophobicity of the 

vitamin (ALOGPi) from 

the expected value 

(<ALOGP (cj)>) for 

condition j 

 
c1 

 
Target 

 
ΔD1(c1) 

 

c2 

 

Cell Name 
ΔD1(c2) 

ΔD2(c2) 

 
c3 

Assay 

Organism 

ΔD1(c3) 

ΔD2(c3) 

 
c4 

 
Assay Strain 

 
ΔD1(c4) 

 

Once calculated p(f(vij) = 1)pred a Boolean function can be built: f(vij)pred = 1 if p(f(vij) = 1)pred 

 

> 0.5; otherwise, f(vij)pred = 0. If f(vij)pred = f(vij)obs the vitamin is considered as properly 

classified.63 This PTML-LDA model has adequate values of Specificity (%) = 90.6, Sensitivity 

(%) = 91.27, and Accuracy (%) = 90.75 in training series. The model offered Specificity (%) = 

90.69, Sensitivity (%) = 91.67 and Accuracy (%) = 90.85 in external validation series, see 

Table 3. In terms of Medicinal Chemistry, these values suited the requirements regarding the 

range for classification models64. The model was not trained with cases used in validation 

series. 

Residual muy grande o del res muy grande. Leverage muy grande, tiene problemas. Casos 

con poca dispersión 

Table 3. Classification matrix PTML-LDA model with one-condition MA operators 
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Obs. 

Sets 

Stat. 

Param.a 

Pred. 

Stat.a 

Pred. sets a 

nj f(vij)pred = 0 f(vij)pred = 1 

Training 

f(vij)obs = 0 Sp 90.55 18688 18360 328 

f(vij)obs = 1 Sn 91.52 5458 1914 3544 

Total Ac 90.71 24146 20274 3872 

Validation 

f(vij)obs = 0 Sp 90.69 9337 9174 163 

f(vij)obs = 1 Sn 91.67 2737 941 1796 

Total Ac 90.85 12074 10115 1959 

a Obs. Sets = Observed sets, Sp = Specificity, Sn = Sensitivity, Stat. Param. = Statistical parameter, Pred. Stat. 

= Predicted statistics. 
 

As observed, PTML-LDA model is useful to classify the biological activity of a vitamin 

analog in assays with different conditions combinations. First we calculate the expected 

probability of biological activity p(f(vij)obs =1)expt. To that, p(f(vij)obs =1)expt = n(f(vij)obs=1)/nj. 

In this equation, n(f(vij) =1)obs refers to the number of vitamins n(f(vij) =1)obs with a desired 

level of a determined activity, see Table 4. If f(vij)obs=1, the value of activity vij > cutoff for a 

biological activity type with desirability d(c0) = 1. The value observed of a vitamin can also be 

classified f(vij)obs= 1 when the value of activity vij < cutoff for activities with desirability d(c0) 

= 0. Otherwise, the vitamin is not considered to have a desirable biological activity, f(vij)obs= 
 

0. It is important to highlight that the desirability of the vitamins takes into account a cutoff, 

that in all cases with activity measured in nM will be cutoff = 100. Otherwise, cutoff = <vij>, 

which is the average of the value of the biological activity vij. 

Table 4. Biological activity parameters (c0) 
 

 

Condition c0 <D1(c0)> <D2(c0)> nj(c0) nj(f(vij)=1)obs p(f(vij)=1)expt Cutoff d(c0)  

Potency(nM) 3.29 74.06 24750 104 0.004 100.00 0  
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IC50(nM) 4.24 63.20 1402 232 0.165 100.00 0 

Activity(%) 3.79 79.40 1079 56 0.052 186.79 1 

Inhibition(%) 3.25 82.98 415 254 0.612 73.72 0 

EC50(nM) 4.50 66.09 388 193 0.497 100.00 0 

Weight(g) 3.18 35.24 260 192 0.738 4.23 0 

Ratio(-) 5.44 63.26 259 253 0.977 46.59 0 

GI50(nM) 3.81 38.24 258 2 0.008 100.00 0 

Ki(nM) 3.83 77.45 197 106 0.538 100.00 0 

Activity(mg/dl) 5.74 58.21 164 95 0.579 5.22 0 

 

For prediction purposes, firstly we introduce the expected value of the molecular descriptors 

 

<Di(cj)> for the condition (or multiple conditions) of a particular assay. In Table 5, we see how 

the expected value <Di(cj)> vary depending on the subset of data in each condition. This will 

be important in terms of information for the model and the prediction of the biological activity. 

The rest of the expected values for every condition can be consulted in supplementary 

information file SM01.xlsx. The model is able to predict various activity parameters for every 

no-experimented vitamin. These values change for different activities parameters. Secondly, 

we introduce the values of new vitamin analog descriptors (in this case, ALOGP and PSA).” 

Table 5. One-condition averages <Di(cj)> and the respective number of cases nj(cj) 

 

Condition c a 
1 

c1 Parameters 
Condition c a 

1 

c1 Parameters 

nj(c1) <D1(c1)> <D2(c1)> nj(c1) <D1(c1)> <D2(c1)> 

088496 71 0.3 224.8 P41231 2.00 -1.86 186.07 

P11473 24189 3.3 74.2 Q9NPD5 14.00 2.30 95.94 

m.d. 9794 3.6 57.7 Q9Y6L6 13.00 1.88 101.76 

P00568 3 -1.9 186.1 P12931 1.00 -1.86 186.07 

Condition c a 
2 

c2 Parameters 
Condition c a 

2 

c2 Parameters 

nj(c2) <D1(c2)> <D2(c2)> nj(c2) <D1(c2)> <D2(c2)> 
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m.d. 33972 3.33 70.50 K562 28 -0.94 144.87 

CHO 45 2.11 77.94 HL-60 527 5.55 66.65 

VERO 17 -1.40 168.20 Raji 46 3.38 106.85 

HeLa 25 1.84 88.45 U-251 6 3.00 76.95 

Condition c a 
3 

c3 Parameters 
Condition c a 

3 

c3 Parameters 

nj(c3) <D1(c3)> <D2(c3)> nj(c3) <D1(c3)> <D2(c3)> 

m.d. 26435 3.24 74.99 O. cuniculus 22 0.33 134.91 

R. norvegicus 5385 3.59 46.36 H. herpesvirus 1 4 -0.13 148.16 

Homo sapiens 2756 4.62 60.99 Measles virus 2 -1.86 186.07 

C. griseus 74 4.65 63.47 Sindbis virus 2 -1.86 186.07 

Condition c a 
4 

c4 Parameters 
Condition c a 

4 

c4 Parameters 

nj(c4) <D1(c4)> <D2(c4)> nj(c4) <D1(c4)> <D2(c4)> 

m.d. 31513 3.46 73.40 Charles foster 3 -1.69 269.43 

Wistar 46 4.64 75.04 BALB/c 12 1.12 176.72 

Cultivar 7042S 45 -0.34 106.76 C57BL/6 24 0.65 116.16 

KM 5 -1.69 269.43 A/B./1/18 2 -1.69 269.43 

a Full name: Cricetulus griseus, Oryctolagus cuniculus, Human herpesvirus 1, Rattus norvegicus, 

A/Bervig_Mission/1/18. 
 

PTML-LDA MMA linear model. We present a different model using different PT 

operators. Previously, we included operators that took into account only one condition at time. 

For example ΔD1 = ALOGPi - <ALOGP(cj)>, expresses the deviation of a case regarding all 

the assays with the same condition cj; the average <ALOGP(cj)> included information about a 

determined condition cj. In this case the PT operators incorporate information about multiple 

conditions cj: a vector cj (with c in boldface). Consequently, the molecular descriptors are 

maintained D1 = ALOGP (n-Octanol/Water Partition Coefficient) and D2 = PSA (Polar Surface 

Area) but we incorporate cj = (c0, c1, c2, c3, c4). Consequently, the model has two different PT 

operators: D1 (c0,c1,c2,c3,c4) and D2 (c0,c1,c2,c3,c4). Consequently, we do not use one-condition 
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(MA) but multi-condition combinatorial averages (MMAs),65 in this case, combining all the 

conditions included in Table 2. The equation of this model PTML Combinatorial model is the 

following 

 

 
𝑓(vij) = −8.13181 + 17.925632 · 𝑓(vij) 

𝑐𝑎𝑙𝑐 𝑒𝑥𝑝𝑡 

−0.03001 · ∆D1(c0, c1, c2, c3, c4) 

−0.00103 · ∆D2(c0, c1, c2, c3, c4) 
 

n = 24146 𝜒2 = 21367.407 p < 0.05 

 

 

(3) 

 
 

As we can see in eq. 4, the dimensionality of the model is lower than the previous one. We 

must highlight that the 2 variables consisting in moving averages actually include information 

of 12 variables (2 numerical variables treated as descriptors and 8 categorical variables treated 

as assay conditions). Given the heterogeneity of the dataset and the number of levels in every 

variable is high (for instance, more than 500 biological activities, represented in c0), if we apply 

other conventional method, we would obtain a complex and high-dimension model. By doing 

that, ∆D1(c0, c1, c2, c3, c4) and ∆D2(c0, c1, c2, c3, c4) accumulate all this information and generate the 

perturbation in the system (taking as reference f(vij)expt). That is the main reason we considered 
 

PTML is advantageous and completely applicable to this dataset, taking into consideration 

other cases it has been applied in the state of art, specially to datasets extracted from ChEMBL 

49,50,52,55,66,67. 

 
We must point out the meaning of the statistical parameters: n is the number of cases used to 

train the model, χ2 is the Chi-square statistics, and p is the p-level, as in the model with one- 

condition PT operators. The input variable f(vij)expt, as in the previous model, represents the 

expected value of biological activity for different vitamins evaluated in assays with different 

combinations of experimental conditions cj = (c0, c1, c2, … cj … cmax), see Table 6. This makes 

MMA operators very useful given the possibility of including different combinations of assay 
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conditions. For example, if we want to predict the result of a preclinical assay, with determined 

experimental conditions, we take as reference the values of the descriptors D1 and D2 for the 

same combination of experimental conditions. 

Table 6. PT multiple condition operators (MMA) included in the equation (3) 
 

 

Assay Condition 

 

Symbol 

 

Operator Formula 

 

Description 

  ALOGPi - <ALOGP(cj)> 
Deviation (Δ) of the 

cj = [c0, c1,c2,c3,c4] ΔD1(cj)  D1 = ALOGPi or 

   D2 = PSAi of the ith vitamin 

   from the respective expected 

  
PSAi - <PSA(cj)> value (<ALOGP(cj)>) or 

cj = [c0, c1,c2,c3,c4] ΔD2(cj)  (<PSA(cj)>) for cases with the 

   same vector of conditions cj 

 

 
In order to highlight the differences presented in MA model and MMA model, see Table 7. 

The common aspect is that f(vij)expt is an input and give us a reference for the system in which 

we will apply a perturbation through the perturbation operators, the moving averages. 

Therefore, we must point out that the main difference to among these models is the information 

included in the MA vs. MMA operators. On the one hand, MMA model presents as inputs 

ΔD1(cj) and ΔD2(cj). In this case, cj contains information of c0, c1,c2,c3 and c4, given that these MA 

operators correspond to the average of ALOGP (D1) or PSA(D2) for all the cases with the same 

vector of assay conditions c0, c1,c2,c3,c4. On the other hand, the MA model is built with the 

information of ΔD1(c0), ΔD1(c1), ΔD1(c2), ΔD1(c3), ΔD1(c4), ΔD2(c0), ΔD2(c1), ΔD2(c2), 

ΔD2(c3) and ΔD2(c4). This means that the average of ALOGP (D1) or PSA(D2). 
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Table 7. Multiple condition PT operators included in the equation (3) 
 

 

Models 

 

Assay Condition 

 

Symbol 

 

Operator Formula 

 

Description 

 

 

 

 

 

 

 
MMA Model 

 
c0 

 
f(vij)expt 

 
n(f(vij)obs=1)/nj 

Expected value of 

probability p(f(vij)=1)expt 

for c0 

 

cj = [c0, c1,c2,c3,c4] 

 

ΔD1(cj) 

ALOGPi - <ALOGP(cj)> 
Deviation     (Δ)      of      the 

D1 =        ALOGPi or 

D2 = PSAi of the ith vitamin 

from the respective expected 

value (<ALOGP(cj)>) or 

(<PSA(cj)>) for cases with the 

same vector of conditions cj 

 

cj = [c0, c1,c2,c3,c4] 

 

ΔD2(cj) 

PSAi - <PSA(cj)> 

  
c0 

 
f(vij)expt 

 
n(f(vij)obs=1)/nj 

Expected value of 

probability p(f(vij)=1)expt 

for c0 

  
c0 

ΔD1(c0) 

ΔD2(c0) 

  

 

 

MA Model 

   

 

 
ΔD1 = ALOGPi - <ALOGP(cj)> 

ΔD2 = PSAi - <PSA(cj)> 

∆ALOGP(cj) refers to the 

deviation of the 

hydrophobicity of the 

vitamin (ALOGPi) from 

the expected value 

(<ALOGP (cj)>) for 

condition j 

 
c1 

ΔD1(c1) 

ΔD2(c1) 

 
c2 

ΔD1(c2) 

ΔD2(c2) 

  
c3 

ΔD1(c3) 

ΔD2(c3) 
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c4 

ΔD1(c4) 

ΔD2(c4) 

  

 

 

In Table 8, we summarize the results for the new model. In training series, the model 

expressed a high Specificity = Sp(%) = 90.38, Sensitivity = Sn(%) = 87.51, and overall 

Accuracy = Ac(%) = 89.89. Besides, the model in terms of external validation series presented 

values of Sp(%) = 90.58, Sn(%) = 87.72, and Ac(%) = 90.09. The results for alternative models 

taking into consideration different cutoffs, are shown in his Table. The method was to apply 

minus 10%, minus 25%, plus 10%, minus 25% to the initial cutoff. By doing this, we can study 

the correlation of the cutoff and the performance of the model. By adjusting the cutoffs we see 

that overall accuracy decreases for lower cutoffs. For instance, with cutoff values plus 25%, 

the model shows a better performance with 94.57 comparing to the model with reference 

cutoffs (89.89). This model would be less strict for the cases that measure determined activities. 

Specially, activities with considerable number of cases such as Potency (%) IC50(nM), 

Inhibition(%) and EC50(nM). Given the characteristics of the dataset, if we apply minus 25% 

cutoffs, the specificity is lower but sensitivity increases. Depending on the purpose of the 

model, we could consider any of them or a version built by adjusting only a few of these cutoffs. 

Table 8. Classification matrix PTML-LDA model with MMA operators 

 
Cutoff 

Change 

fold 

Data     
Predicted sets  Obs. Stat. Pred. 

(%) Series Sets Param.a Stat. nj f(vij)pred = 0 f(vij)pred = 1 

+25 Train f(vij)obs = 0 Sp(%) 95.24 19049 18143 906 
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  f(vij)obs = 1 Sn(%) 92.05 5097 405 4692 

 
total Ac(%) 94.57 24146 

Val f(vij)obs = 0 Sp(%) 95.18 9535 9076 459 

 
f(vij)obs = 1 Sn(%) 92.16 2539 199 2340 

 
total Ac(%) 94.55 12074 

  

+10 Train f(vij)obs = 0 Sp(%) 93.47 19382 18116 1266 

f(vij)obs = 1 Sn(%) 90.26 4764 464 4300 

total Ac(%) 92.83 24146   

Val f(vij)obs = 0 Sp(%) 93.45 9688 9054 634 

f(vij)obs = 1 Sn(%) 90.27 2386 232 2154 

total Ac(%) 92.83 12074   

Ref Train f(vij)obs = 0 Sp(%) 90.38 20086 18154 1932 

f(vij)obs = 1 Sn(%) 87.51 4060 507 3553 

total Ac(%) 89.89 24146   

Val f(vij)obs = 0 Sp(%) 90.58 10021 9077 944 

f(vij)obs = 1 Sn(%) 87.72 2053 252 1801 

total Ac(%) 90.09 12074   

-10 Train f(vij)obs = 0 Sp(%) 93.54 20971 19617 1354 

f(vij)obs = 1 Sn(%) 73.41 3175 844 2331 

total Ac(%) 90.89 24146   

Val f(vij)obs = 0 Sp(%) 93.58 10456 9785 671 
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 f(vij)obs = 1 Sn(%) 73.92 1618 422 1196 

total Ac(%) 90.95 12074   

-25 Train f(vij)obs = 0 Sp(%) 91.06 21397 19484 1913 

f(vij)obs = 1 Sn(%) 86.03 2749 384 2365 

total Ac(%) 90.49 24146   

Val f(vij)obs = 0 Sp(%) 91.09 10660 9710 950 

f(vij)obs = 1 Sn(%) 85.99 1414 198 1216 

total Ac(%) 90.49 12074   

aSn(%) = Sensitivity, Sp(%) = Specificity, and Ac(%) = Accuracy 

 

 

This model can be utilized in order to predict biological activity of a new vitamin analog. 

Due to the use of MMA PT operators. They also include information of different combinations 

of conditions; see Table 9. The expected probability pj(f(vij) =1/cj)expt also contains information 

about the experimental conditions: it is the ratio of the number of assays with the same 

combination of conditions that are desirable. 

Table 9. Parameters for combinations of assay conditions 

 
Multi-condition assaysa Multi-condition input parameters 

Activity Protein Cell Assay Org. 
Assay 

Strain 
Averages Count & Probs 

(c0) (c1) (c2) (c3) (c4) <D1(cj)> <D2(cj)> nj(c0) p(f(vij) =1/cj)expt 

Potency 

(nM) 
P11473 - - - 

 

3.27 

 

74.22 

 

23567 

 

0.003 

Potency 

(nM) 
- - - - 

 

3.59 

 

73.59 

 

576 

 

0.024 

Activity(%) - - Rn S.D. 2.06 85.27 256 0.000 
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Weight(g) - - - - 3.15 35.21 256 0.750 

IC50 

(nM) 
- - - - 

 

1.39 

 

101.41 

 

202 

 

0.025 

Inhibition 

(%) 
- - - - 

 

1.64 

 

87.72 

 

153 

 

0.516 

Activity 

(mg/dl) 

 

- 
 

- 
 

Rn 
 

S.D. 
 

5.83 

 

57.82 

 

142 

 

0.528 

Ratio(-) - - Rn S.D. 5.71 60.22 136 0.993 

IC50 

(ug.mL-1) 

 

- 
 

- 
 

- 
 

- 
 

0.46 

 

97.35 

 

102 

 

0.980 

Activity 

(%) 
P11473 HL-60 Hs - 

 

5.68 

 

77.15 

 

101 

 

0.386 

a Hs = Homo sapiens, Mm = Mus musculus, Sd = Sprague Dawley, Rn = Rattus norvegicus. 

 
There are different combinations of cj formed from >500 different biological activity 

parameters (c0), >340 different targets (c1), >6200 types of cell (c2), > 120 organisms of assay 

(c3) and >60 assay strains (c4) but the number of combinations (c0, c1, c2, c3, c4) is > 2280. 

Every combination has its respective expected (average) values <D1(cj)> and <D2(cj)> for D1 

and D2. These values encode information of the combination of the conditions (see file 

SI01.xls). Additionally, if we compare the number of variables that takes into account equation 

3 with equation 2, we see that is markedly lower. MMA operators have the information related 

to explored combinations of an assay conditions cj,and can be used to predict in a better way. 

We propose the first PTML model able to predict biological activity of vitamins and vitamins 

derivatives against different targets. 

PTML non-linear models. In this section, we present PTML models other than PTML-LDA 

to predict the biological activity of vitamin derivatives with ML algorithms implemented on 

program language R.68 The objective is to contrast the predictive capacity. The expected 

function f(vij)exp along with all the MAs and the MMAs were introduced as input variables, to 
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conform the perturbation of the system. We used the following ML algorithms, implemented 

in R Studio: LDA, LR, CT, NB, and RF,59–62 see Table 10. The packages used were MASS, 

NNET, RPART, E1071 and RANDOMFOREST respectively. The models were built by using 

the default parameters of these packages. These ML algorithms have been used for predictive 

purposes in data mining applied in different disciplines.69,70 They also have been implemented 

in Cheminformatics.71–78 The PTML-LR model is the only one linear alternative to the PTML- 

LDA model tested. The best PTML-LR model found includes all the descriptors and has similar 

values of Ac(%) and Sp(%) ≈ 90 – 95 with respect to PTML-LDA. However, PTML-LR has 

notably lower values of Sp(%) = 72.75 compared to Sp(%) = 90.7. 

No other PTML model outperformed the PTML-LDA models developed before in terms of 

Sp(%), Sn(%), and Ac(%). PTML-NB model shows the highest Sn(%) = 88.88. However, we 

cannot consider it better in terms of capacity of prediction given that it is not balanced taking 

into consideration Sp (%) = 87.24%. This is the lowest Sp(%) of all the PTML models. On the 

other hand, the PMTL-RF model has the highest Sp (%) = 95.21 and Ac (%) = 93.06 of the 

non-linear models. Anyhow, the Sn (%) = 81.88, that is lower than PTML-LDA. In this case, 

PTML-RF has more complexity due to it included 13 variables, 3 implemented variables at 

each split and 50 trees. Regarding the PTML-CT presented has a high Sp (%) = 95.10; which 

is Sp (%) ≈ 95 like PTML-RF. However the Sn (%) = 75.15. This ratio is better than PTML- 

LR but lower than any non-linear PTML. Besides, PTML-CT does not include c1 and c3, see 

Figure 3. 
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Figure 3. PTML-CT model 

 

 
 

Table 10. PTML linear vs. non-linear models results 
 

 

Soft.a PTML Observed Statistical Predicted Observed sets 

Algorithmb Sets Parameter Statistics f(vij)obs = 0 f(vij)obs = 1 

 

S 

 

LDA 

f(vij)pred = 0 Sp(%) 

Sn(%) 

Ac(%) 

90.8 9186 169 

f(vij)pred = 1 91.4 929 1790 

total 90.9 10115 1959 

 

R 

 

LDA 

f(vij)pred = 0 Sp(%) 

Sn(%) 

Ac(%) 

91.18 7023 225 

f(vij)pred = 1 84.56 574 1232 

total 92.44 7597 1457 

 

R 

 

LR 

f(vij)pred = 0 Sp(%) 94.92 7211 397 

f(vij)pred = 1 Sn(%) 72.75 386 1060 

total Ac(%) 91.35 7597 1457 

 

R 

 

CT 
f(vij)pred = 0 Sp(%) 95.10 7225 362 

f(vij)pred = 1 Sn(%) 75.15 372 1095 
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  total Ac(%) 91.89 7597 1457 

 

R 

 

NB 

f(vij)pred = 0 Sp(%) 87.24 6628 162 

f(vij)pred = 1 Sn(%) 88.88 969 1295 

total Ac(%) 87.51 7597 1457 

 

R 

 

RF 

f(vij)pred = 0 Sp(%) 95.21 7233 264 

f(vij)pred = 1 Sn(%) 81.88 364 1193 

total Ac(%) 93.06 7597 1457 

a Software used: S = Statistica, R = R Studio. b ML algorithm used: LR = Logistic Regression, 

CT = Classification Tree, NB = Näive Bayes, RF = Random Forest. 
 

In addition, we carried out a Bootstrap cross validation algorithm to test the robustness of the 

PTML models found.79 Given that, random data is taken to train every model. We repeated the 

same process 20 times (20-fold Bootstrapping). As a result, we obtained the Ac (%) mean and 

Ac (%) standard deviation for all training subset. The results do not show significant variations 

(Table 11) comparing to the overall accuracy showed by the first batch trained (Table 10). 

PTML-RF is the model that predict better in terms of overall accuracy. 

 
 

Table 11. PTML R- non-linear models results for 20-fold bootstrapping 
 

 

ML Statistics 

Algorithm Ac (%) mean Ac (%) s.d. 

LDA 91.6% 0.27 

LR 91.6% 0.27 

CT 91.9% 0.36 

NB 88.2% 0.31 

RF 93.2% 0.23 
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PTML model applicability domain. The applicability domain (AD) of a cheminformatics 

model is the physico-chemical, structural or biological space, in which it is applicable to make 

predictions for new cases. This helps us to confirm that the assumptions of the model are 

accomplished and the compounds that is able to predict. We can consider it an extrapolation 

process. In order to determine the AD, there is not a generally accepted algorithm. There are 

approaches that have been discussed and compared by the European Centre for the Validation 

of Alternative Methods (ECVAM).80 

One of them and widely used is the Williams Plot, for the structural AD of the regression 

cheminformatic models. It is constituted by the residuals and the deleted residuals from the 

cross validation process. The plot shows theses residuals and the distribution depending on the 

leverage. Product of this information, the plot shows six regions. The cases are separated 

vertically by the leverage threshold value which is the result of [3(Number of Variables) + 

1)/(Number of cases]. The cases with leverage higher than leverage threshold value have more 

weight for the model fit. The horizontal lines separate the residuals with high values. This 

delimits regions where residual values are notably high. If there is a case with notably high 

residual and high weight for the fit, the probability to be a outlier is high.81 The obtained map 

shows the training and testing cases, see Figure 4. This plot is built using STATISTICA 

software. The leverage threshold value is 0.00037 and the errors are distributed. So there are 

many cases that have rather weight to fit the model. The horizontal lines separate the residuals 

with values 2 or more, and -2 or minus. There are not cases detected with high residuals. 
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Figure 4. Williams Plot to determine Application Domain. 

 

PTML-PCA chemical space analysis. In the previous sections, we developed PTML 

models using as structural variables ALOGP and PSA only. These variable correlates highly 

with the output function f(vij)obs. However, these variables are not expected to capture all the 

structural diversity of our data set. In this section, we calculated 120 new input variables related 

to structural features of molecules (functional groups, fragments, structural patterns, etc.) in 

order to characterize the chemical space in structural terms. We used the software DRAGON 

to calculate these new descriptors.82 We were able to calculate 21233 molecules out of 21241 

unique molecules in total in the dataset. The other molecules presented problems to be 
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processed with the software. In addition, we calculated 120 molecular descriptors related to 

structural patterns in all these 21233 molecules. Only, 104 out of these 120 descriptors 

(structural patterns) are enough represented in the dataset to be considered (variance >0). In 

Table 12, we depicted selected values of the number of times a chemical pattern appear in the 

dataset (N) and the number of molecules (Nm) with this pattern. It is notable the high structural 

diversity of the dataset with >50% of the 104 structural patterns present in >1000 molecules. For 

instance, almost all groups has a ration N/Nm > 1. It means that almost all of the 104 chemical 

patterns studied appear in the dataset more than one time per molecule. The DRAGON codes 

for the more represented structural patterns/functional groups in our dataset are: H-047, C-024, 

O-058, C-025, H-050, and C-026. H-047 refers to the number of H atoms attached to Csp3 or 

Csp2. C-024 refers to the number of CH groups inside aromatic rings. O-058 is the code of 

double-bonded oxygen atoms; e.g., aldehydes, ketones, sulfones, phosphates, etc. (O=). The 

code C-025 refers to the number of quaternary aromatic carbons. The code H-050 refers to H 

atoms attached to heteroatoms. The code C-026 refers to the number of CH groups of aromatic 

rings that are attached to one heteroatom. Please, see examples in the Figure 5. 
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Figure 5. Examples of DRAGON chemical structure descriptors 

 

These chemical patterns/groups appear in more than 15000 different molecules. This 

coincides, with the results obtained by PCA to analyze these descriptors. The 10 first factors 

F01-F10 with eigenvalue values >1.0 (in range 8.4 – 1.90) were able to explain only 30.7% of 

variance. Consequently, this PCA analysis showed that the present chemical space is notably 

heterogeneous in structural terms; i.e., we were unable to explain a high percentage of the 

variance of structural diversity using few components. The first factor F01 can be identified 

with molecules having alkyl groups CH3R, CH2R2, CHR3 and CR4 and or alkenyl groups =CH2, 

=CHR, =CR2. However, other factors do not represent specific groups of molecules. This result 

was obtained using a Varimax normalized rotation of factors.83 Using other rotations such as 

Equamax, Quartimax, and Biquartimax we can obtained different representations of the 

chemical space. For instance, Quartimax normalize rotation make a better representation of 

chemical diversity. We can identify F01 to F05 factors with specific groups of molecules, see 

Table 12. F01 corresponds to alkyl groups (C-001, C-002, C-003 structural patterns). F02 

presents mainly 2 patterns C-008 (CHR2X) and H-050. F03 includes information about N-075 

(R--N--R or R--N—X). On the other hand, F04 and F05 include strong presence of H-047 and 

N-072 (RCO-NR1R2 or R1R2N-X=X). In any case, the total variance explained is the same with 

all rotations and almost all of the 104 chemical patterns are not identified, confirming the high 

heterogeneity of the dataset. 

 
 

Table 12. PCA analysis results 

 

Patterna Detailsb F01 F02 F03 F04 F05 Nm N N/Nm 

C-002 CH2R2 0.7302 0.0013 0.0151 0.0193 0.0036 9754 31546 3.234 

C-003 CHR3 0.6374  0.0035   0.0089   0.0138   0.0024  3922 7129 1.818 

C-015 =CH2   0.4703   0.0016 0.0001 0.0111 0.0028   762 905 1.188 

H-052 H’’   0.4672 0.0239 0.0015 0.0329 0.0082   7787 34502 4.431 
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C-011 CR3X   0.4406    0.0167   0.0084  0.0004  0.0022  1497 1666 1.113 

C-001 CH3R / CH4   0.3986    0.0344   0.0280   0.0662   0.0205  11792 23817 2.020 

O-056 C-OH, alcohol   0.3499  0.3377   0.0011   0.0291   0.0182  1553 3010 1.938 

C-004 CR4 0.3373  0.0237   0.0118   0.0790   0.0189  1806 2552 1.413 

C-017 =CR2   0.2603    0.0531   0.0233   0.1360  0.0179 3887 6070 1.562 

C-008 CHR2X   0.1944   0.6052  0.0013   0.0003   0.0003  4972 7490 1.506 

C-024 R--CH--R   0.1923    0.0004  0.0032  0.3358  0.0006 19364 123122 6.358 

C-027 R--CH--X 0.1106  0.0003  0.0411  0.0532   0.0033  2550 3670 1.439 

C-025 R--CR--R 0.0897  0.0066  0.0219  0.1073   0.0420  16641 33046 1.986 

C-016 =CHR 0.0774  0.0804  0.0275 0.1237 0.0238 5171 9302 1.799 

C-026 R--CX--R 0.0717  0.0481  0.0118  0.2702   0.0003  15730 34049 2.165 

O-057 Phenol/enol/carbox./ OH 0.0564  0.3457  0.0267  0.0665   0.0181  3936 5242 1.332 

O-058 O= 0.0510  0.0130  0.0892  0.1144  0.1908 16867 33545 1.989 

H-050 H-heteroatom 0.0451 0.5982  0.0158   0.0202   0.0359  15755 28388 1.802 

C-019 =CRX 0.0408  0.2388   0.0263   0.0154   0.0063  2462 3128 1.271 

C-039 Ar-C(=X)-R 0.0397  0.0284   0.0548   0.0074   0.1081  2670 2992 1.121 

C-040 C’ 0.0383  0.0032   0.0573   0.0139  0.3837 14740 23593 1.601 

N-075 R--N--R / R--N--X 0.0365  0.0068   0.5445   0.0001  0.0170 7783 13306 1.710 

C-022 #CR / R=C=R 0.0261  0.0001   0.0000   0.0003  0.0009 138 236 1.710 

Cl-089 Cl attached to C1(sp2) 0.0205  0.0004   0.0002   0.0144   0.0020  3054 3759 1.231 

O-060 O’ 0.0202 0.0539  0.0015  0.0966 0.0018 11097 17429 1.571 

N-074 R#N / R=N- 0.0172 0.0008  0.0018  0.0003 0.1399 4457 5393 1.210 

C-012 CR2X2 0.0169  0.0062   0.0015  0.0027 0.0000 292 310 1.062 

C-005 CH3X 0.0164 0.0034  0.0013   0.1907  0.0056 6930 10344 1.493 

Br-094 Br attached to C1(sp2) 0.0124 0.0001 0.0052 0.0021 0.0003 1079 1184 1.097 

F-082 F attached to C2(sp3) 0.0115 0.0015  0.0003   0.0000   0.0002  31 91 2.935 

N-072 RCO-N< / >N-X=X 0.0088  0.0001   0.0147   0.1362   0.4970  12829 19301 1.504 

F-081 F attached to C1(sp3) 0.0075 0.0001  0.0001   0.0000   0.0003  27 28 1.037 

C-007 CH2X2 0.0074 0.0011 0.0001  0.0018  0.0000 534 633 1.185 

C-028 R--CR--X 0.0072 0.0037 0.1654 0.0057  0.0111  4699 6052 1.288 

C-037 Ar-CH=X 0.0063 0.0001  0.0012   0.0008  0.0015 704 717 1.018 

O-059 Al-O-Al 0.0061 0.3818  0.0146   0.0524   0.0053  2108 2540 1.205 

H-047 H’ 0.0059  0.0004   0.0000   0.7556  0.0003 21088 236506 11.215 
a O-060=> O’, Al-O-Ar or Ar-O-Ar; H-047 => H’, H attached to Csp3 or Csp2; C-040 => C’, R-C(=X)-X / R-C#X 
/ X=C=X. b DRAGON software code. 

 

PTML-LDA Chemical structure patterns model. In this section, we present a model in order 

to contrast the capacity of prediction of the moving averages for the new structural descriptors 

calculated, comparing to ALOGP and PSA. This is a PTML model trained with LDA algorithm 

applying forward stepwise feature selection with prior probabilities 1 = 0.5 and programmed 

for 10 maximum steps, see the result in equation 4. 
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𝑓(vij) = −7.08819 + 15.79509 · 𝑓(vij) 

𝑐𝑎𝑙𝑐 𝑒𝑥𝑝𝑡 

−0.33992 · ∆D3(c0, c1, c2, c3, c4) 
−0.48952 · ∆D4(c0, c1, c2, c3, c4) 
−0.01669 · ∆D5(c0, c1, c2, c3, c4) 

+0.16235 · ∆D6(c0, c1, c2, c3, c4) 

 

n = 24127 𝜒2 = 19490.174 p < 0.05 

 

 

 

 
 

(4) 

 

 

We see that The PTML-PCA comparing to the previous model, presents a more complex 

structure   with   the   double   of   variables.   In   fact,   the   model   includes   the   variables 

∆D3(c0, c1, c2, c3, c4), ∆D4(c0, c1, c2, c3, c4), ∆D5(c0, c1, c2, c3, c4), ∆D6(c0, c1, c2, c3, c4), which refer 

to the moving average of the descriptors C-004 (CR4), C-012 (CR2X2), H-047 (H attached to 

Csp3/Csp2) and O-056 (C-OH, alcohol) respectively, for the combination of assay conditions 

𝒄𝑗 = (c0, c1, c2, c3, c4) . This model also presents a high 𝜒2 and low value of p, giving information 

about the proper statistical significance. The capacity of prediction is depicted in Table 13. As it 

can be observed, this model presents a high accuracy, specificity and sensitivity (range of 

87.91%). However, it is slightly lower the sensitivity of the test set than the previous model 

built with PSA and ALOGP (87.72 vs. 87.67). 

 
 

Table 13. PTML-PCA-LDA classification matrix 
 

 

Obs. 

Sets 

Stat. 

Param.a 

Pred. 

Stat.a 

Pred. sets a 

nj f(vij)pred = 0 f(vij)pred = 1 

Training 

f(vij)obs = 0 Sp 90.39 20067 18139 1928 

f(vij)obs = 1 Sn 87.43 4060 510 3550 

Total Ac 89.89 24127 18649 5478 

Validation 
 



139 

 

 

f(vij)obs = 0 Sp 90.58 10020 9077 943 

f(vij)obs = 1 Sn 87.67 2052 253 1799 

Total Ac 90.09 12072 9330 2742 

a Obs. Sets = Observed sets, Sp = Specificity, Sn = Sensitivity, Stat. Param. = Statistical parameter, Pred. Stat. 

= Predicted statistics. 
 

The result is lower comparing to the previous model only with ALOGP and PSA. This is 

given to the quality of these descriptors. Specially, ALOGP is not a bulky descriptor (simple 

sum of the atoms present) but fragment-based descriptor including information about many 

different structural patterns.84 Thus, these descriptors are the best we found for the given dataset 

to accumulate information of assay conditions through MA and create a high accuracy PTML 

model. 

■ CONCLUSIONS 

 

In this paper, we showed there is a high number of preclinical assays to discover different 

biological activities and chemical properties. Computational capacity is able to generate 

prediction in order to extract knowledge from that database and predict compounds. This is 

appropriate not for only decreasing costs but also for reducing, replacing and refining animal 

experimentation. In this sense, on the one hand, PTML method is adequate to model complex 

ChEMBL datasets characterized by heterogeneous information of the different compounds and 

assay conditions. Specifically, PTML-LDA is able to predict biological activity and chemical 

properties of different vitamins and their derivatives in different assay conditions with high 

accuracy. On the other hand, for dataset taken into account, the PTML-LDA model including 

MMA presented better results than the model with MA operators. The PTML-LDA model with 

MMA presented a Sp(%) = 90.7, Sn(%) = 91.3, and overall Ac(%) = 90.8 in training series. 

The model also have Sp(%) = 90.8, Sn(%) = 91.4, and overall Ac(%) = 90.9 in external 

validation series. The PTML-LDA with MMA used less variables in the equation than MA 

model. On the other hand, we applied LR, CT, NB and RF in order to compare to LDA 
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performance. PTML-LDA showed the best Sn. In terms of Sp and overall Ac, RF model 

presented better results but the Sn decreases ten points comparing to PTML-LDA. Thus, 

PTML-LDA model with MMA and MA is a useful tool for prediction of biological activity 

and chemical properties of vitamins and their derivatives. In addition, PCA experiment with 

chemical structure descriptors allowed to characterize the high structural diversity of the 

chemical space studied. In any case, PTML models using chemical structure descriptors do not 

improve the performance of the PTML-LDA model based on ALOGP and PSA. 
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You cannot teach a man anything; you 

can only help him discover it in 

himself. 

Galileo Galilei 
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6) Modelling systems of metal 

oxide nanoparticles and 

vitamin derivatives 

The prediction of the behavior of nanosystems is a relevant information for 

saving time, costs and reduce the experimentation with animals. In this case, the 

metal oxide nanoparticles have been explored to design new nanosystems. If we 

are able to better desing these nanosystems, we would do significant steps in 

material science knowledgment. 

 
To do so, we develop a model able to predict a multi output and multi input 

model able to predict biological activities of the components of nanosystems 

conformed by metal oxide nanoparticles (with or without coating agents) and 
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vitamin derivatives. We apply the PTML methodology by following the 

workflow included in Figure 7. 

 

Figure 7. PTML data pre-processing and processing workflow proposed in this work 
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ABSTRACT. Nanoparticles (NPs), decorated with coating agents (polymers, gels, proteins, 

etc.), form Nanoparticle Drug Delivery Systems (DDNS) of high interest in Nanotechnology 

and Biomaterials science. There is an increasing publication of experimental data sets of 

biological activity, toxicity, and delivery properties of DDNS. However, these data sets are 

still disperse and no as large as the datasets of DDNS components (NP and drugs). This 

prompts researchers train Machine Learning (ML) algorithms able to design new DDNS based 

on the properties of their components. However, most ML models reported up to date predict 

specific activities of NP or drugs over determined target or cell line. In this paper, we combine 

Perturbation Theory and Machine Learning (PTML algorithm) to train a model able to 

predicting the best components (NP, coating agent, and drug) for DDNS design. In so doing, 

we downloaded from ChEMBL a dataset of >30000 preclinical assays of drugs. We also 

downloaded from public sources a NPs data set formed by preclinical assays of coated Metal 

Oxide Nanoparticles (MONPs). Both, drugs and NPs datasets of preclinical assays cover 

multiple conditions of assay that can be listed as two arrays cjdrug and cjNP, respectively. The 
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cjdrug array includes >504 biological activity parameters (c0drug), >340 target proteins (c1drug), 

>650 types of cells (c2drug), >120 assay organisms (c3drug), > 60 assay strains (c4drug). On the 

other side, the cjNP array includes 3 biological activity parameters (c0NP), 40 types of proteins 

(c1NP), 10 shapes of nanoparticles (c2NP), 6 assay media (c3NP), and 12 coating agents (c4NP). 

After downloading, we pre-processed both data sets by separate calculating PT operators able 

to account for changes (perturbations) in drug, coating agents, and NP chemical structure 

and/or physicochemical properties as well as for assay conditions. Next, we carry out an 

information fusion process forming a final dataset of above 500000 DDNS (drug + MONP 

pairs). We also trained other linear and non-linear PTML models using R studio scripts for 

comparative purposes. Until the best of our knowledge, this is the first multi-label PTML 

model useful to select drugs, coating agents, and metal or metal-oxide nanoparticles to be 

assembled in order to design new DDNS with optimal activity/toxicity profiles. 

 
Keywords: ChEMBL; Nanoparticle; Drug Release; Machine Learning; Big data; Multi- 

output models. 

 
■ INTRODUCTION 

Nanoparticles (NP), decorated with coating agents (polymers, gels, proteins, etc.) form nano- 

systems and/or biomaterials with desirable properties in nanotechnology and biomaterials 

research. This can be especially useful in terms of improving the capacity releasing determined 

drugs with Drug Delivery Nanoparticles (DDNS).1–3 In Table 1, we have listed some studies 

of this increasing research area in recent dates.4–9 We must say that this is not a state-of-art 

review but a table where we highlight the diversity of the data. More specifically, there is a 

strong attention of researchers about the potential use of Metal Oxide NPs (MONPs) as drug 

carrier in DDNS. Specially, the performance as anticancer drug carriers has been explored with 

adequate results in terms of cytotoxicity and drug release. Other nanosystems without MONPs, 

such as poly(lactic-co-glycolic acid) nanoparticles (PLGANPs), have been designed for cancer 

co-therapy purpose. There are multiple combinations of core NP, coating agent, drugs and other 

compounds to be tested if we want to design new to design new DDNS. Furthermore, as we 

can see, these researches are characterized by a heterogeneous data between them, in terms of 

the composition of the materials, the source, the target cell and the biological activity among 
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other assay conditions. There are different applications so desirable biological activity can be 

different and the exposition may differ, which gives us a more complex context. 

Table 1. Nanoparticle and Nanoparticle-Drug systems experimental and computational 

studies 

Experimental Researches 

Author Meth.a Syst.b Appl.c Drugd Outpute Ref. 

Farboudi 

et al. 

TEM, 

XRD, 

MTT, etc. 

 
MOF 

 

DD. 

 
DOX/FA 

 
Cytotox. 

 
4 

Vlassi et 

al. 
LS 

PEO 

Fe₂O₃ 

 

DD. IND 
Size 

and mass 
5 

 
Zheng et 

al. 

TEM, 

SEM, 

XRD, 

MTT, etc. 

 
MONP 

ZnO 

 

 
DD. 

 

 
DOX 

 

 
Cytotox. 

 

 
6 

 
Yan et al. 

TEM, 

XRD,NM 

R 

 
MSNPs 

 

DD. 

 
CUR 

 
Release 

 
7 

 
Yin et al. 

SEM, 

TEM, 

XRD, etc. 

MONP 

TiO2 

 
DD. 

DOX/ 

HA/Hyal 

Cytotox., 

Release 

 
8 

Zhu, et 

al. 

DLS, 

LDA, 

MTT, etc. 

 
PLGANPs 

 
DD. 

DOX/ 

TPGS 

Cytotox., 

Release 

 
9 

Computational Researches 

Author Meth.a Syst.b Appl.c Drug.d Outpute Ref. 

Eunkeu 

et al. 
RF Cd-QD Med. - 

Cell viability 

IC50 

10 

Novosels 

ka et al. 
RF MONPs 

 

Med. - 
EC50, 

LC50 

11 

Toropova 

et al. 
MC MONPs 

 

Med. - pLC50 12 
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Pathakoti 

et al. 
LR MONPs 

 

Med. - LC50 13 

Singh et 

al. 
GBBA MONPs 

 

Med. - EC50 14 

Fjodorov 

a et al. 
CP ANN MONPs. 

 

Med. - EC50 15 

Mikolajc 

zyk et al. 
MLR/GA MONPs. 

 

Med. - Zeta Potential 16 

Luan et 

al. 
LDA MONPs 

 

Med. - Multiple 17 

Kleandro 

va et al. 
LDA MONPs 

 

Med. - Multiple 18 

Santana 

et al. 
LDA nMONPs 

 

DD. Multiple Multiple 19 

Santana 

et al. 
Multiple MONPs 

 

DD. Multiple Multiple This work 

a Method = Meth., LS = Light Scattering, RF = Random Forest, MC = Monte Carlo, LR = Linear Regression, 

GBBA = Gradient Boosting and Bagging Algorithms, MLR = Multiple Linear Regression, GA = Genetic 

Algorithm, CPANN = Counter Propagation Artificial Neural Network. b Syst. = System, PEO/Fe₂O₃ = 

poly(ethylene oxide-b-phenyl oxazoline) and poly(isoprene-b-ethylene oxide) (PEO-b-PPhOx and PI-b-PEO), 

MONP ZnO = ZnO-DOX@ZIF-8 with encapsulated iron oxide nanoparticles (γ-Fe₂O₃), Cd-QD = Cadmium 

Quantum Dots, MONPs = Metal Oxide Nano-Particles, nMONPs = non MONPs, MSNPs = Functional 

mesoporous silica nanoparticles, PLGANPs = poly(lactic-co-glycolic acid) nanoparticles, TPGS = Vitamin E 

TPGS, HA = Hyaluronic acid, Hyal = Hyaluronidase, MONP TiO2 = upconverting nanoparticles with a 

mesoporous TiO2, 
c Appl. = Application, Med. = Medicine, DD. = Drug Delivery. d DOX = Doxorubicin, FA = 

Folic Acid, IND = Indomethacin, CUR = Curcumin. 

 

Despite the increasing report of data about DDNS based on coated NPs, there is still a high 

necessity of useful methods to measure/predict the biological activity and toxicity of the NPs.10 

ML has been applied to extract knowledge of toxicity nanomaterials,11 specifically of MONPs: 

Table 1 includes examples of these researches, showing authors, system, application, activity 

and output. For instance, Eunkeu et al.12 who were able to research cellular toxicity of 
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cadmium-containing semiconductor quantum dots. In addition, Novoselska o et al.13 applied 

ML techniques for MONPs toxicity prediction towards Escherichia coli and HaCaT cells. For 

instance, Toropova et al.14 presented a model that is able to predict dark cytotoxicity and photo- 

induced cytotoxicity of metal oxide nanoparticles to bacteria Escherichia coli, among other 

researches that discover information of the properties of this type of nanomaterials. Pathakoti, 

et al.15 also developed a model able to predict LC50 for MONPs with high accuracy. Singh et 

al.16 by applying gradient boosting and bagging algorithms were able to generate a model to 

predict EC50 with more than 93% of accuracy for validation test. Other models have been built 

by applying advanced algorithms, such as Counter Propagation Artificial Neural Network 

(CPANN) or Genetic Algorithms, to improve the performance.17,18 On the other hand, in 

previous works we have found ML models taking into account multiple biological activities of 

nanomaterials, by applying different algorithms such as Linear Discriminant Analysis (LDA). 

However, they do not include information about the drug we should include in the DDNS. 

Santana et al. developed a model that includes information of the drug and the vitamin 

derivatives of the nanosystems. This is the first general purpose model for multiple biological 

activities of DDNS of nMONPs (non MONPs) and drugs. This model takes into account 

multiple descriptors of the nMONPs and the drug structure, as well as multiple external 

conditions of each assay. Nevertheless, this previous model has not been built with MONPs, 

which is the reason of the present research.19–21 

In general, ML methods as used in Cheminformatics take into consideration the structure of 

the drug but do not take into consideration at the same time other factors mentioned above 

(conditions of assay). In this context, Perturbation Theory (PT) ideas were introduced to ML 

techniques coining the term PTML models as a solution to this type of problem. The general 

idea is to predict the score function f(vij)calc for multiple properties of the system under study 

starting from function of reference f(vij)ref for a group of systems of reference and adding PT 

Operators to measure the effect of variations in all assay conditions of the system 

(perturbations) with refer to the group of reference. The PTML models have been used in 

different disciplines to predict the biological activity of drugs, proteins, materials, and NPs.22– 

25 

 

However, until the best of our knowledge, there are no reports of general purpose PTML for 

the design of new DDNS for MONPs. That is why; in this work, we developed the first PTML 

model for DDNS of MONPs and drugs. In so doing, we have followed a general workflow for 
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PTML models modified for DDNS dataset; see Figure 1, going from the base to the top of the 

pyramid. Firstly, we use a dataset for drugs extracted from ChEMBL with respective molecular 

descriptors and assay conditions. Besides, we used a MONPs dataset with different descriptors 

and assay conditions obtained from public literature. Then, we applied information fusion and 

preprocessing techniques to create a working data set. After that, we trained and validated a 

linear PTML model. Once we have the PTML model by using STATISTICA software and R 

language programming, we are able to predict the best compounds to integrate new DDNs. In 

Figure 1, a general scheme applied in this study to construct the PTML model is included. 

 

 
 

 
Figure 1. Workflow of the PTML model of DDNS for MONPs and drugs. 

 
 

■ MATERIALS AND METHODS 

Drug data pre-processing. In Figure 2, we show the overall data pre-processing and ML 

data processing workflow proposed in this work. Regarding the drug pre-clinical assays the 

data points are obtained from preclinical assays registered in ChEMBL free database (February, 

2019). Considered drugs are vitamins derivatives or drugs with >70% of similarity of structure. 

The degree of similarity between the query and the target structures is calculated according to 

Tanimoto Coefficient.26 Each pre-clinical assay includes a result of the value vijvit of the 
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ijdrug ijdrug obs ijdrug 

biological activity that the ith drug presents over the jth target. Specifically, vijdrug varies 

depending on the structure of each drug and the combination of the assay conditions cjdrug = 

(c0drug, c1drug, c2drug, …cnvit). Drug assay conditions, cjdrug, are c0drug = the biological activity 

vijdrug, c1drug = organism of assay, c2drug = target protein, etc (see Table 2). In order to create the 

PTML model, we discretized v     23 as follow: f(v      )    = 1 if v      > cutoff and desirability 

of the biological activity parameter d(c0drug) = 1 (see Table 5). The value is also f(vijdrug)obs = 1 

when vijdrug < cutoff and desirability d(c0drug) = -1; otherwise, f(vijdrug)obs = 0. The desirability 

d(c0drug) = 1 points out for biological activity parameter, if there is a desired effect when it 

increases. f(vijdrug)obs = 1 means a desirable effect of the drug over the determined target of the 

bio-assay. Otherwise, if d(c0drug) = -1 it decreases such effect. The cutoff takes the values of 

100 for properties with units in nM. If not, cutoff = <vijdrug>; which is the average as expected 

value (see Table 5). The molecular descriptor considered for drugs was D1drug = ALOGP (n- 

Octanol/Water Partition Coefficient). 

Figure 2. PTML data pre-processing and processing workflow proposed in this work. 
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MONPs data pre-processing. The data for MONPs linked to coating agent assays was 

obtained from literature.20 In Figure 2, we show the overall data processing workflow 

including also MONPs data. As mentioned, in this work the only type of NP we use are 

MONPs. As in the case of drugs, each preclinical assay includes a result of the value vijNP of 

the biological activity that the ith NP presents used over the jth target. NPs assay conditions cjNP 

are c0NP = the biological activity vijNP, c1NP = cell line, c2NP = shape, etc (see Table 3). By 

analogy, we also proceeded with the discretization of the vijNP
23 as follow: f(vijNP)obs = 1 if vijNP 

> cutoff and biological activity parameter is desirable d(c0NP) = 1 (see Table 6). If f(vijNP)obs = 

1 means that there is a desirable effect of the NP in the nano-toxicity assay. The value for NPs 

is also f(vijNP)obs = 1 when vijNP < cutoff and desirability d(c0NP) = -1. Otherwise, f(vijNP)obs = 0. 

The desirability d(c0NP) = 1 indicates that the particular toxicity parameter quantified increases 

with a non-toxicological effect; otherwise, d(c0NP) = -1. Besides, the cutoff = 100 for parameters 

presented in nM. Otherwise, cutoff = <vijNP>; which is the average as expected value, see Table 

6. Given that the database includes also coated NPs, there are descriptors for the core of the NP 

Dicore and the coating agent Dicoating. Thus, the molecular descriptors taken into account for core 

NPs were: D1core = Core Monomer Units and D2core = Core Electronegativity. Regarding the 

coating agent descriptors, DRAGON software was utilized to calculate them. The model 

included the following coating agent descriptors: D1coating = Coating Agent Ghose Crippen 

Average Molar Refractivity,27 D2coating = Coating Agent Unsaturation Count, D3coating = Coating 

Agent Surface Area of Donor Atoms and D4coating = Coating Agent Total Surface Area,28 see 

Table 3. D3coating and D4coating are calculated by using an estimation of the amount of each atom 

Van de Waals surface area.29 

MONPs-Drug Information Fusion. For this model, an information fusion of the results of 

NPs tests and drugs tests was carried out, with different conditions for each set. A sample of 

500000 drug-NP pairs has been taken to generate the model, see Table 4 (see Table S3 in 

supplementary information for full dataset consultation). We also applied a discretization23 for 

the pairs: f(vijdrug, vijNP)obs = 1 when f(vijdrug)obs = 1 and f(vijNP)obs = 1; f(vijdrug, vijNP)obs = 0 

otherwise. The variable f(vijdrug, vijNP)ref is a function that include the expected value of 

biological activity for a  pair (drug-NP), without  the perturbation, with  vectors of assay 
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+ ∑ a 

∑ a ) + ∑ a 

conditions cjdrug = (c0drug, c1drug, c2drug, … cjdrug … cmaxdrug) and cjNP = (c0NP, c1NP, c2NP, … cjNP 

… cmaxNP). 

PTML linear model. Classification techniques are used given the purpose of the model to 

predict a desirable biological effect. The model lets us predict f(vijdrug, vijNP)calc; which is a 

scoring function for the drug or drug analog mi and the NPi in the combinatorial assay 

conditions. This PTML model takes into consideration drugs assay conditions ncjdrug = (c0drug, 

c1drug, c2drug, …cndrug) and NPs assay conditions cjNP = (c0NP, c1NP, c2NP, …cNP). Note that both 

ncjdrug and ncjNP can be vectors consisting in combinations of n length. For instance, for the 

vector (c0drug, c1drug), n = 2. We propose a linear PTML model in order to predict the biological 

activity and/or classify pairs (drug-NP) as desirable or not desirable. By using Linear 

Discriminant Analysis (LDA)30 linear classification models can be built having the structure 

described in equation 1: 

𝑓(vijdrug , vijNP 
) 

𝑐𝑎𝑙𝑐 
= a0 + a1 · 𝑓(vijdrug , vijNP 

) 
𝑒𝑥𝑝𝑡 

𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 

𝑘=1,𝑗=0 

 

𝑘𝑗 · ∆Dkdrug (𝐜jdrug)  + 

𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 

𝑘=1,𝑗=0 

 

𝑘𝑗 · ∆Dkcore (𝐜jNP 
𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 

𝑘=1,𝑗=0 

 

𝑘𝑗 · ∆Dkcoating (𝐜jNP) (1) 

 

 

PTML-LDA model was built by using STATISTICA Software. The output of the PTML 

model f(vijdrug, vijNP)calc is an scoring function of the biological activity of the pair drug-NP 

vijdrug and vijNP for different assay conditions combinations cjdrug and cjNP. The first input 

variable f(vijdrug, vijNP)ref is the function of reference. The PTML model starts with the function 

f(vijdrug, vijNP)ref as the starting point. Consequently, we defined f(vijdrug, vijNP)ref = 

f(vijdrug)ref·f(vijNP)ref = p(f(vijdrug) =1)·p(f(vijNP) =1). It means that we used as point of reference 

the probability with which both, the preclinical assay of the drug and the preclinical assay of 

the NP give  a  positive result, f(vijdrug, vijNP)ref = p(f(vijdrug)  =1, f(vijNP)  =1)  =  p(f(vijdrug) 

=1)·p(f(vijNP) =1). After that, the model adds the effect of deviations (perturbations) in all the 

input variables with respect to their average (expected) values; see Figure 2. In order to 

measure these deviations we used PT operators with the form of one-condition Moving 

Averages (MA) and multiple-condition Moving Average (MMA) calculated for one condition 

or combinations of conditions at time, respectively. Thus, we are able to calculate the PT 

operators ΔDk(cj) = Dki - <Dk(cj)>, for descriptors of drugs, coating agents or the core of the 

NP. The PT operators measure the deviation of Dki; which is the molecular descriptor of the 

drug, coating agent or the core of the NP, from the average value <Dk(cj)> of the assays with 

the same conditions. Furthermore, we built different linear and non-linear models in order to 
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compare the capacity of prediction. These algorithms were: Logistic Regression (LR), 

Classification Tree (CT), Näive Bayes (NB), AdaBoost (AB) and Random Forest (RF) and 

Artificial Neural Network (ANN).31–34 These different algorithms were implemented on 

STATISTICA software or program language R,35 with R Studio environment.36 The packages 

used, with default arguments, were MASS, NNET, RPART, E1071, ADA, and 

RANDOMFOREST, respectively. 

■ RESULTS AND DISCUSSION 

PTML linear model. PTML-LDA model considers the expected value of activity f(vijdrug, 

vijNP)ref with different added perturbations effects in the system. This article includes an additive 

model of coated nanoparticles and drug derivatives. In general, for the cases of coated 

nanoparticle-drug release systems, we can consider four situations: 1) Pristine nanoparticle 

with drug linked, see Figure 3A; 2) Coated nanoparticle and drug linked to nanoparticle, see 

Figure 3B; 3) Coated nanoparticle and drug linked to coating agent, see Figure 3C. In Table 

2, we illustrate the PTML linear equations for these situations. In fact, in a previous work we 

used linear PTML models, Equation 2, to calculate f(vijdrug)calc which lets us predict biological 

activity of a free drug (not linked to a nanoparticle delivery system).24 On the other hand, we 

have used models, like Equation 3 and Equation 4, to predict the biological activity of new 

nanoparticles without a drug liked to them. This include nanoparticles with coating agent 

f(vijNP)calc and without it f(vijNP-pristine)calc, respectively.37 However, until the best of our 

knowledge, there are not reports in the literature of PTML models able to predict the activity 

of the drug linked to a nanoparticle release system. 

Table 2. Equations for drug and nanoparticle systems to calculate biological activities. 
 

System PTML Model Eq. Ref. 

 
Drug 

𝑓(v ) = a  + a  · 𝑓(v ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · ∆D (𝐜 ) 
ijdrug   𝑐𝑎𝑙𝑐 0 1 ijdrug   𝑟𝑒𝑓 𝑘=1,𝑗=0 𝑘𝑗 kdrug jdrug 

 
(2) 

 
36 

 
Pristine 

NP 

𝑓(v ) = a  + a  · 𝑓(v ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · 
ijNP−pristine  𝑐𝑎𝑙𝑐 0 1 ijNP  𝑟𝑒𝑓 𝑘=1,𝑗=0 𝑘𝑗 

∆Dkcore(𝐜jNP) 

 

(3) 

 
15,18 
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Coated 

NP (NP) 

𝑓(v ) = a  + a  · 𝑓(v ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · ∆D (𝐜 ) + 
ijNP  𝑐𝑎𝑙𝑐 0 1 ijNP  𝑟𝑒𝑓 𝑘=1,𝑗=0 𝑘𝑗 kcore jNP 

∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · ∆D (𝐜 ) 
𝑘=1,𝑗=0 𝑘𝑗 kcoating jNP 

 
(4) 

 

Hypothesis PTML Model Eq. Ref. 

Additive 

Without 

Coating 

(NP- 

pristine) 

𝑓(vijdrug, vijNP−pristine)
𝑐𝑎𝑙𝑐 

= a0 + a1 · 𝑓(vijNP)
𝑟𝑒𝑓 

+ 𝑓(vijdrug)
𝑐𝑎𝑙𝑐

 

+ 𝑓(vijNP−pristine)
𝑐𝑎𝑙𝑐 

 

 

(5) 

 

 

 
Not 

Studied 

 

 
Additive 

With 

Coating 

𝑓(vijdrug, vijNP)
𝑐𝑎𝑙𝑐 

= a0 + a1 · 𝑓(vijNP)
𝑟𝑒𝑓 

+ 𝑓(vijdrug)
𝑐𝑎𝑙𝑐  

+ 𝑓(vijNP)
𝑐𝑎𝑙𝑐

 

 
(6) 

 

 

 
 

This 

work 

𝑓(v , v ) = a  + a  · 𝑓(v , v ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · 
ijdrug ijNP  𝑐𝑎𝑙𝑐 0 1 ijdrug ijNP  𝑟𝑒𝑓 𝑘=1,𝑗=0 𝑘𝑗 

∆D (𝐜 ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · ∆D (𝐜 ) + ∑𝑘𝑚𝑎𝑥,𝑗𝑚𝑎𝑥 a · 
kdrug jdrug 𝑘=1,𝑗=0 𝑘𝑗 kcore jNP 𝑘=1,𝑗=0 𝑘𝑗 

∆Dkcoating(𝐜jNP) 

 
 

(7) 

 

In this work, we present for the first time an additive model, with the capacity to predict drug- 

nanoparticles pairs with Equation 7. This is the result of adding Equation 2 and Equation 4. 

That means with f(vijdrug, vijNP)calc we can predict not only drug-nanoparticle pairs if the drug is 

linked to the coating but also if the drug is linked to the nanoparticle, with or without a coating 

(Figure 3A, Figure 3B and Figure 3C). It is necessary to say that the coating agents considered 

here are organic molecules with chemical structure somehow similar to the drugs. 

Consequently, the biological activities values are more reliable using vijNP instead of 

vijNP−pristine and the perturbation of the new systems are going to be lower. 
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Figure 3. General scheme of drug-nanoparticle systems. 

Accordingly, the model developed here include two types of input variables: the expected 

value function f(vijdrug, vijNP)ref; which is the reference in the system and the variables that add 

the perturbations for the drug (vit), NP core, and no coating. These are the PT operators 

ΔDkdrug(cjdrug), ΔDkcore(cjNP) or ΔDkcoating(cjNP). The equation 2 indicates: 

𝑓(vijdrug, vijNP)
𝑐𝑎𝑙𝑐 

= −9.4478 + 27.9806 · 𝑓(vijdrug, vijNP)
𝑟𝑒𝑓

 

−0.0055 · ∆D1drug(𝐜jdrug) + 1.2061 · 

∆D1core(c0NP) 

−1.0792 · ∆D1core(c1NP) + 0.7605 · 

∆D2coating(c1NP) 

−0.9859 · ∆D1coating(c1NP) + 1.2219 · 

∆D3coating(c1NP) 

−1.1212 · ∆D4coating(c2NP) − 0.8670 · 

∆D3coating(c3NP) 

−0.2754 · ∆D2core(c4NP) + 1.6436 · 

∆D1coating(c0NP) 
 

n = 332934 𝜒2 = 173114.59 p < 0.05 

 

 

 

 

 

 

 

 
 

(2) 
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As we mentioned before, the output of the PTML model f(vijdrug, vijNP)calc is an scoring function 

of the biological activity of the pair drug-NP vijdrug and vijNP for different assay conditions 

combinations cjdrug and cjNP. 

Table 1 and Table 2 include information about the input variables. Regarding the statistical 

parameters of the model, n is the number of cases applied to train the model, χ2 is the Chi-square 

statistics, and p is the p-level. The PT operators are one-condition Moving Averages (MA) and 

multiple-condition Moving Average (MMA) calculated for one condition or combinations of 

conditions at time, respectively. Thus, we are able to calculate the PT operators ΔDk(cj) = Dki 

- <Dk(cj)>, for descriptors of drugs, coating agents or the core of the NP. The PT operators 

measure the deviation of Dki; which is the molecular descriptor of the drug, coating agent or 

the core of the NP, from the average value <Dk(cj)> of the assays with the same conditions.23 

The output of the PTML model f(vijdrug, vijNP)calc is an scoring function of the biological activity 

of the pair drug-NP vijdrug and vijNP for different assay conditions combinations cjdrug and cjNP. In 

this case given that we applied a LDA model f(vijdrug, vijNP)calc the algorithm must calculate the 

values of posterior probabilities p(f(vijdrug, vijNP)obs = 1)pred through the application of the 

Mahalanobis’s distance metric.30 Equal strategy of variable selection was selected to construct 

the model. This model is characterized by the variety of selected descriptors, five moving 

average (MA) operators related to the structure of the drug and two multiple MA operators 

related to the structure of the NP. See details about these operators on Table 3 (see Table S1 

and Table S2 respectively in supporting information for full dataset consultation). In addition, 

Table S3 we also included all details about each case, observed classification, predicted 

classification, input variables, experimental conditions, drug derivative and nanoparticle 

characteristics. This table is freely available online in the public data repository Figshare with 

doi: https://doi.org/10.6084/m9.figshare.8143394.v1, due to volume restrictions. 

Table 3. Drugs and nanoparticles (core and coating) operators information 
 

Condition 

Name 
Code Symbol Operator Formula Description 

 
Activity type 

 
c0drug 

 
f(vijdrug)ref 

 
n(f(vijdrug)obs=1)/nj 

Expected value of probability 

p(f(vijdrug)=1)ref for the activity 

vijdrug of type c0drug 

Activity type c0drug  D1drug i - < D1drug (cjdrug)>  
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Protein 

 
 

c1drug 

 
ΔD1drug (cjdrug) 

  

 

Deviation (Δ) of the 

D1drug = ALOGPi of the ith drug 

from the expected value 

(<ALOGP(cjdrug)>) for a given 

subset of multiple assay 

conditions cjdrug. 

Cell Name c2drug 

Assay 

Organism 
c3drug 

 
Assay Strain 

 
c4drug 

 

 
Activity type 

 

 
c0NP 

 

f(vijNP)ref 

 

 
n(f(vijNP)obs=1)/nj 

Expected value of probability 

p(f(vijNP)=1)ref for the 

nanoparticle to have activity vijNP 

of type c0NP 

 

Activity type 

 

c0NP, 

c0drug 

 
f(vijdrug, vijNP)ref 

 
f(vijdrug)ref· f(vijNP)ref 

Expected value of probability for 

the activity of the drug-release 

nano-system 

 

 

 
Activity type 

 

 

 
c0NP 

 

ΔD1core(c0NP) 

 

D1core i - <D1core(c0NP)> 

 

 

 

 

 
Measures the deviation of the 

D1core vs. the excepted value 

(average) of all NPi with the 

same c0NP = activity type. Same 

calculus is applied to D1coating . 

Regarding c1NP, the operators 

used are D1core, D1coating , D2coating 

and D3coating. 

ΔD1coating(c0NP) 
D1coating i - 

<D1coating(c0NP)> 

 

 

 

 

 

 
Cell line 

 

 

 

 

 

 
c1NP 

ΔD1core(c1NP) D1core i - <D1core(c1NP)> 

ΔD1coating(c1NP) 
D1coating i - 

<D1coating(c1NP)> 

 

ΔD2coating(c1NP) 

 

D2coating i - 

<D2coating(c1NP)> 

 

ΔD3coating(c1NP) 

 

D3coating i - 

<D3coating(c1NP)> 

Shape c2NP ΔD4coating(c2NP) 
D4coating i - 

<D4coating(c2NP)> 

Measures the deviation of the 

D4coating vs. the excepted value 

(average) of all NPi with the 

same c2NP = Shape. Same 
Medium c3NP ΔD3coating(c3NP) 

D3coating i - 

<D3coating(c3NP)> 
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Assay time 

 

 
c4NP 

 

 
ΔD2core(c4NP) 

 

 
D2core i - <D2core(c4NP)> 

calculus is applied to D3coating and 

D2core and with c3NP= Medium 

and c4NP= Assay time, 

respectively. 

 

Once calculated p(f(vijdrug, vijNP) = 1)pred, it is possible to create a Boolean function: f(vijdrug, 

vijNP)pred = 1 if p(f(vijdrug, vijNP) = 1)calc > 0.5; otherwise, f(vijdrug, vijNP)pred = 0. This function is 

needed in comparison terms: If f(vij, vijNP)pred = 1 and f(vijdrug, vijNP)obs = 1 the case is properly 

classified; otherwise, it is not.23 With this comparison we are able to measure the Sn, Sp, and 

Ac of the generated PTML-LDA model. In this work, the model showed adequate values of Sp 

= 95.75, Sn = 75.09, and Ac = 94.43 in training. Similar values were presented for external 

validation, see Table 4. 

Table 4. Results of the model and input variables analyzed 
 

Obs. Stat. Pred. Predicted sets 

Setsa Param.b Stat.c nj f(vijdrug, vijNP)pred = 1 f(vijdrug, vijNP)pred = 0 

Training 
 

f(vijdrug, vijNP)obs 

= 1 
Sp 75.0 21362 16021 5341 

f(vijdrug, vijNP)obs 

= 0 
Sn 95.8 311572 13201 298371 

Total Ac 94.4 332934   

Validation 
 

f(vijdrug, vijNP)obs 

= 1 
Sp 74.6 10743 8017 2726 

f(vijdrug, vijNP)obs 

= 0 
Sn 95.9 156322 6453 149869 

Total Ac 94.5 167065   

a Obs. Sets = Observed sets, bStat. Param. = Statistical parameter, cPred. Stat. = Predicted statistics 

 

 

If we want to apply the model in order to select a pair (drug-NP) to assemble a nano-system, 

a substitution in the model is needed regarding the expected values of the descriptors 

<Didrug(cjdrug)>, <Dicore(cjNP)> and <Dicoating(cjNP)> for different conditions or combination of 
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conditions. In Table 5, considered parameters for drugs and nanoparticles for d(c0drug) and 

d(c0NP) are included. 

 
Table 5. Considered parameters for drugs (c0drug) and nanoparticles (c0NP) 

 

Condition 

c0drug
a
 

<D1(c0drug)> <D2(c0drug)> nj(c0drug) nj(f(vijdrug)=1)obs p(f(vijdrug)=1)ref cutoff 
 

d(c0drug) 

Potency(nM) 3.29 74.06 24750 104 0.004 100.00 -1 

IC50(nM) 4.24 63.20 1402 232 0.165 100.00 -1 

Activity(%) 3.79 79.40 1079 56 0.052 186.79 1 

Inhibition(%) 3.25 82.98 415 254 0.612 73.72 -1 

EC50(nM) 4.50 66.09 388 193 0.497 100.00 -1 

Weight(g) 3.18 35.24 260 192 0.738 4.23 -1 

Ratio(-) 5.44 63.26 259 253 0.977 46.59 -1 

GI50(nM) 3.81 38.24 258 2  0.008 100.00 -1 

Ki(nM) 3.83 77.45 197 106 0.538 100.00 -1 

Activity(mg/dl) 5.74 58.21 164 95 0.579 5.22 -1 

Condition 

c0N 
b
 

P 

Input parameters used to specify c0NP 

Activity nj(c0NP) nj(f(vijNP)=1)obs p(f(vijNP)=1)ref cutoff  d(c0NP) < D1core(c0NP)> 

EC50 (M) 30 27   0.9 25422  -1  51.13 

IC50 (M) 29 21  0.72 18714  -1  
0.28 

CC50 (M) 113 21  0.19 3099  1  
21.44 

Condition c0NP Input parameters used to specify c0NP 

Activity < D2core(c0NP)> < D1coating(c0NP)> <D2coating(c0NP)> <D3coating(c0NP)> <D4coating(c0NP)>  

EC50 (M) 2.48 6.54  0.18 17.57  53.16   

IC50 (M) 2.36 7.94  0.55 11.77  74.56   

CC50 (M) 2.54 17.17  0.30 6.07  72.26   

a Condition c0drug = the type of activity parameter measured for drugs. b Condition c0NP = the type of activity 

parameter measured for NPs 
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In Table 6, it is shown the values of the averages <Di(cjNP)> for NPs. We can see examples of 

how the expected values change depending on the 3 considered conditions c1NP, c2NP and c3NP. 

This happens if we change conditions not only for NPs but also for drugs. Consequently, if the 

conditions change affect the result of the model for every pair drug-NP. The list of all values 

of MA an MMA for drugs and NPs can be consulted on supporting information, Table S1 and 

Table S2. With regard the expected values of probability we consider p(f(vijdrug, vijNP)obs =1)ref 

= p(f(vijdrug)obs =1)ref * p(f(vijNP)obs =1)ref. This probability is the result of the multiplication of 

the probability of drug to be desired p(f(vijdrug)obs =1)ref and the probability of a NP to be non- 

toxic p(f(vijNP)obs =1)ref , see also Figure 2. 

Table 6. One-condition averages and number of cases for selected NP conditions of assay 
 

c1NP Parameters used to specify c1NP 
c
 

Cell 

Linea 
Avg1 

 

Avg2 

 

Avg3 

 

Avg4 

 

Avg5 

 

Avg6 

nj(c1NP 

) 

A549 (H) 0.04 2.72 6.22 0.00 0.00 0.00 23 

 

LE 

 

0.50 

 

2.37 

 

14.40 

 

1.00 

 

21.34 
135.1 

4 

 

16 

HepG2 

(H) 

 

0.47 

 

2.52 

 

27.71 

 

0.60 

 

17.07 
129.5 

1 

 

15 

 

3T3 (M) 

 

0.44 

 

2.36 

 

12.80 

 

0.89 

 

18.97 
120.1 

3 

 

9 

c2NP Parameters used to specify c2NP 
d
 

Shapeb Avg7 

 

Avg8 

 

Avg9 
Avg1 

0 

Avg1 

1 

 

Avg12 

nj(c2NP 

) 

Spherical 4.85 2.51 4.85 30.30 0.51 11.47 61 

Elliptical 0.00 2.71 0.00 0.00 0.00 0.00 21 

Pyramida 

l 

 

0.00 

 

2.81 

 

0.00 

 

0.00 

 

0.00 

 

0.00 

 

10 

PS 0.00 2.51 0.00 0.00 0.00 0.00 8 

c3NP Parameters used to specify c3NP 
e
 

Medium 
Avg1 

3 

Avg1 

4 

Avg1 

5 

Avg1 

6 

Avg1 

7 

 

Avg18 

nj(c3NP 

) 

Dry 33.45 2.48 16.23 0.28 8.45 61.31 118 
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H2O 

 

0.41 

 

2.54 

 

10.27 

 

0.50 

 

12.69 

 

106.5 

4 

 

44 

DMEM 0.00 2.93 0.00 0.00 0.00 0.00 3 

RPMI 0.00 2.74 0.00 0.00 0.00 0.00 3 

aLE = Lycopersicon esculentum, bPS = pseudo-spherical. cAvg1 = <D1core(c1NP)>, Avg2 = 

<D2core(c1NP)>, Avg3= <D1coating(c1NP)> , Avg4 = <D2coating(c1NP)> , Avg5 = <D3coating(c1NP)>, Avg6 

= <D4coating(c1NP)>, Avg7 = <D1core(c2NP)>, Avg8 = <D2core(c2NP)>, Avg9 = <D1coating(c2NP)>, Avg10 = 

<D2coating(c2NP)>, Avg11 = <D3coating(c2NP)>   , Avg12 = <D4coating(c2NP)> , Avg13 = 

<D1core(c3NP)>, Avg14 = <D2core(c3NP)>, Avg15 = <D1coating(c3NP)>, Avg16 = <D2coating(c3NP)>, Avg17 = 

<D3coating(c3NP)>, Avg18 = <D4coating(c3NP)> 

This model is useful to score the activity of a new pair (drug-NP) in different combinatorial 

conditions of bio-assays. For that purpose, we must proceed with substitution of the expected 

probability of activity p(f(vijdrug, vijNP)obs =1)ref on the equation, because it contains information 

depending on the activity is measuring, e.g. IC50(M), CC50(M), and EC50(M), etc. 

Consequently, the model is able to predict different activity parameters for each pair. Finally, 

we must include the values of the new pair descriptors and then we will obtain the prediction 

of the biological desirability of the new pair MONP-drug. 

PTML-LDA DDNS simulation. After training and validating the PTML model we carry out 

a computational study aimed to show a possible practical use of the model. We selected for the 

study the output biological properties Inhibition(%) and EC50(nM), two of the more 

represented in the dataset. Using the linear PTML-LDA model we calculated the posterior 

probabilities p(f(vij)=1) for >15000 different preclinical assays of drug release nano-systems 

with different combination of drug, coating agent, and type of metal or MONPs. These are the 

probabilities calculated with the model with which the selected drug, coating agent, and 

nanoparticle may be assembled into a useful nano-system. We understand useful here as a 

system with high probability of having Inhibition(%) of target higher than the cutoff and 

EC50(nM) lower than the cutoff. We calculated the average value of these probabilities 

<p(f(vij)=1)> for different sub-sets of drug release nano-systems, see Table 7. Interestingly, 

the systems formed by Ag nanoparticles with PSTARCH or CIT as coating agent give higher 

values of <p(f(vij)=1)> for assays of Inhibition(%) of the target and assays of EC50 for drugs 

like Niacin (>150 assays), Tretinoin (>120 assays), Menadione (>250), etc. However the 
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systems with SiO2 and Si nanoparticles are predicted to have medium to low values of 

<p(f(vij)=1)> for the set of drugs studied. This kind of computational simulation may be a useful 

complementary tool to select the components of new drug release nano-systems in future 

experimental works. 

Table 7. PTML simulation of coated nanoparticle drug release systems 
 

Coated Nanoparticle Drug Release Systems <p(f(vij)=1)> 

Drug Coatinga Type ns Inhibition(%) EC50(nM) 

Niacin PSTARCH Ag 159 1 0.997 

Tretinoin PSTARCH Ag 123 1 0.997 

Adenosine Phosphate CIT Ag 118 0.998 0.701 

Menadione CIT Ag 252 0.667 0.980 

Rutin CIT Ag 223 0.809 0.980 

Vitamin E CIT Ag 293 0.847 0.979 

Niacin CIT Ag 1474 0.899 0.696 

Cholecalciferol CIT Ag 246 0.874 0.654 

Calcitriol CIT Ag 618 0.856 0.694 

Tretinoin CIT Ag 1277 0.722 0.706 

Niacin PVP Ag 597 0.671 0.236 

Calcitriol PEGSi SiO2 479 0.628 0.400 

Rutin PEGSi SiO2 178 0.586 0.317 

Niacin PVA CoFe2O4 139 0.583 0.435 

Tretinoin PVA CoFe2O4 118 0.581 0.435 

Niacin PEGSi SiO2 1177 0.537 0.422 

Tretinoin PEGSi SiO2 1031 0.525 0.367 

Vitamin E PEGSi SiO2 230 0.493 0.375 

Adenosine Phosphate PEGSi SiO2 101 0.47 0.461 

Menadione PEGSi SiO2 226 0.322 0.439 

Tretinoin PVP Ag 506 0.384 0.160 

Vitamin E PVP Ag 112 0.369 0.008 

Menadione PVP Ag 116 0.343 0.008 

Calcitriol PVP Ag 241 0.014 0.193 

Menadione CIT Au 209 0.044 0.02 
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Niacin CIT Au 997 0.043 0.02 

Tretinoin 3NTPA Ge 241 0.013 0.007 

Tretinoin PAF Si 487 0.009 0.004 

Calcitriol PAF Si 201 0.009 0.004 

Menadione PAF Si 119 0.009 0.004 

Niacin UDAF Si 319 0.006 0.003 

Tretinoin UDAF Si 255 0.006 0.003 

a 3NTPA = N,N,N-trimethyl-3(1-propene) ammonium fragment, CIT = Sodium Citrate, 

PSTARCH = Potato Starch, PAF = Propylamoniun fragment, UDAF = undecylazide fragment, PEGSi = PEG- 

Si(OMe)3. 

 

 

PTML-R Studio linear vs. non-linear models. In any case, the previous PTML-LDA model 

is a linear model. However, there are other alternative linear and non-linear algorithms useful 

to seek PTML models as well. In this section, we used different ML algorithms implemented 

in the software R Studio. These models are built by using program language R. The justification 

of these models is the necessity to contrast the prediction among them and the PTML-LDA 

constructed below. The algorithms applied were, Logistic Regression (LR), Classification Tree 

(CT), Näive Bayes (NB), AdaBoost (AB) and Random Forest (RF), see Table 8. These 

algorithms, along with LDA, have been used in cheminformatics, given their capacity to 

classify biological activity.38 The best PTML-LR found presented a Sp(%) = 98.54, which is 

the highest comparing to the rest of models, even non-linear models. However the Sn(%) = 

53.14 is the lowest ratio. Thus, we cannot consider it the best linear PTML model given the 

unbalanced results. 

We also developed non-linear PTML models with the same data for comparison purposes: 

PTML-NB presented the lowest Sp(%) = 90.44 and similar Sn(%) ≈ 53-56 than PTML-RL. 

Besides, the Ac(%) = 88.18, so we can consider the worst model in terms of prediction. The 

last two models, PTML-CT and PTML-RF presented higher ratios than PTML-LDA. Both 

showed Sp(%) ≈ 96-97 and Sn(%) ≈ 85-87. However, if we take into consideration the variables 

that PTML-CT includes only PT descriptors related to the core of the NP: ΔD2core(c0NP) = D2core i - 

<D2core(c0NP)>, ΔD2core(c2NP) = D2core i - <D2core(c2NP)>, ΔD3core(c3NP) = D3core i - <D3core(c3NP)> and ΔD4core(c0NP) = 

D4core i - <D4core(c0NP)>, see Figure 4. D3core and D4core refer to Polarizability and the Size of the NP 
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respectively. Thus, in this PTML-CT, after applying Classification Tree method, the 

information of the drug and the coating agent is missed. On the other hand, the PTML-RF is 

more complex than PTML-CT (includes 50 trees) but includes variables with information of 

the coating agent and the core of the NP as well as the drug derivatives. 

Table 8. PTML Non -LDA models results 
 

PTML Soft.a Predicted Statistical Predicted Observed sets 

Algorithm Setsa Parameterb Statistics f(vijdrug, vijNP)obs = 0 f(vijdrug, vijNP)obs = 1 

 
LDA 

 
S 

f(vijdrug, vijNP)pred = 0 Sp(%) 95.75 298360 5321 

f(vijdrug, vijNP)pred = 1 Sn(%) 75.09 13212 16041 

total Ac(%) 94.43 311572 21362 

 
LDA 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 96.93 113389 3035 

f(vijdrug, vijNP)pred = 1 Sn(%) 62.18 3584 4991 

total Ac(%) 94.7 116973 8026 

 
LR 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 98.54 115276 3731 

f(vijdrug, vijNP)pred = 1 Sn(%) 53.14 1697 4295 

total Ac(%) 95.66 116973 8026 

 
CT 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 96.81 113252 1003 

f(vijdrug, vijNP)pred = 1 Sn(%) 87.50 3721 7023 

Total Ac(%) 96.22 116973 8026 

 
NB 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 90.44 105793 3593 

f(vijdrug, vijNP)pred = 1 Sn(%) 55.23 11180 4433 

Total Ac(%) 88.18 116973 8026 

 
RF 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 97.71 114290 1185 

f(vijdrug, vijNP)pred = 1 Sn(%) 85.23 2683 6841 

Total Ac(%) 96.91 116973 8026 

 
AB 

 
R 

f(vijdrug, vijNP)pred = 0 Sp(%) 98.27 114951 2352 

f(vijdrug, vijNP)pred = 1 Sn(%) 70.69 2022 5674 

Total Ac(%) 96.50 116973 8026 

a Software used: S = Statistica, R = R Studio. b ML algorithm used: LR = Logistic Regression, 

CT = Classification Tree, NB = Näive Bayes, RF = Random Forest, AB= AdaBoost 
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Figure 4. PTML-CT (Classification Tree algorithm with PTML technique) model 

Given that random data is taken to train every model, we repeat the same process 20 times in 

order to have accuracy mean and accuracy standard deviation of all the subsets. This 

bootstrapping provides us more information about the robustness of the different PTML 

created.39 The results do not show significant variations (Table 9) comparing to the overall 

accuracy showed by the first batch trained (Table 8). PTML-RF is the model that predict better 

in terms of overall accuracy. 

 
Table 9. PTML R-Non LDA models results for 20-fold bootstrapping 

 

PTML Algorithm Accuracy mean Accuracy s.d. 

LDA 95.7% 0.00036 

LR 95.6% 0.00032 

CT 96.1% 0.00056 

NB 88.3% 0.00130 

RF 96.6% 0.00019 

AB 96.5% 0.000659 

 
Cheminformatics models can be transversal, flexible and useful tools for prediction of 

biological activity of nanomaterials. In this research, we showed that PTML technique is useful 

to model complex datasets coming from databases like ChEMBL, the drugs in our case, or 

compiled from literature like NPs toxicological assays. This model has an adequate 
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performance, taking into consideration the heterogeneous and combinatorial data with Big Data 

characteristics. For the present dataset, PTML-LDA model with descriptors including multiple 

assay conditions are more efficient to predict NP-drug pairs biological activity. In fact, PTML- 

LDA is a simple and reliable method to predict. The PTML-LDA model presented here is the 

first multi input and multi output model able to predict biological activity of nanoparticles and 

drug derivatives pairs. However, RF has showed better results in terms of capacity of 

prediction. PTML-RF showed higher Specificity, Sensitivity and Accuracy but with higher 

complexity. 

PTML-ANN linear and non-linear models. Using similar criteria than in the previous 

section, we used here different linear and non-linear ANN algorithms for comparative 

purposes. We describe these PTML-ANN models in a separated section because they have been 

obtained with the software STATISTICA and not with R Studio, as in the previous section. 

The best PTML-ANN models found have more balanced values of Sp and Sn ≈ 95% in training 

and validation series, Table 10. The best PTML-ANN models found presented values of 

AUROC between 0.95-0.98 for training and external validation series. 

 
Table 10. PTML-ANN models results 

 

Profile a 

Nv:I-H-O:No 

 
ARb 

Predictedc 

f(vijdrug, vijNP)pred 

cPS 

(%) 

Observed test sets 

f(vijdrug, vijNP)obs 

0 1 

RBF 15:15-25-1:1      

 
 

 

 

 
 

0.961 

0 89.13 139344 1136 

1 89.42 16978 9607 

 
Total 

 
89.16 

 
156322 

 
10743 

MLP 14:14-10-1:1      

  

 

0.982 

0 95.13 148710 543 

1 94.94 7612 10200 
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Total 

 

 
95.12 

 

 
156322 

 

 
10743 

LNN 28:28-1:1      

 

 

 

 

 

 
0.955 

 

0 

 

91.0 

 

142302 

 

972 

 

1 

 

90.95 

 

14020 

 

9771 

 

Total 

 

91.02 

 

156322 

 

10743 

 
a Profile Nv:I-H-O:No = Number of input variables, Inout layers, Hidden layers, Output layers, Number of 

output variables, MLP = Multi-Layer Perceptron, RBF = Radial Basis Function, LNN = Linear Neural 

Network. bAR = AUROC, cPS (%) = Predicted Statistics (Specificity, Sensitivity and Accuracy). 

 

The generation of these PTML-ANN models gives us the information, as well as the other 

cases, is that PT operators along as reference function present a not-random relation with DDNs 

elements activity (AUROC = 0.5). Actually they present AUROC values higher than 0.95, see 

Figure 5. All the PTML-ANN present higher complexity, higher Sp(%) and lower Sn(%). We 

selected the variables using the variable selection algorithm of the ANN module of the 

software. The best Radial Basis Function (RBF) Network found (AUROC = 0.961) has 15 

variables and one hidden layer with 25 nodes. However, it shows an Sp(%) = 89.13, Sn(%) = 

89.42 and Ac(%) = 89.16. Regarding the Linear Neural Networks (LNN), the best model we 

found has 28 variables comparing to the 11 variables that were included in PTML-LDA. The 

predicted statistics are slightly better than the RBF Neural Network. Regarding the best Multi- 

Layer Perceptron (MLP) model we found, it presents the best results in terms of Sp(%) = 94.94, 

Sn(%) = 95.13 and Ac(%) = 95.12. It includes a hidden layer with 10 nodes. Furthermore, we 

checked the models with y-scrambling to ensure the absence of overtraining. In so doing, we 

trained 5 extra neural networks with different f(vijdrug, vijNP)obs.
40 The prediction, in terms of 
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Sp(%), Sn(%) and Ac(%) decreased to the range of 47%-53%, both for desirable and not 

desirable cases. This gives us information, together with the percentages of training and test of 

the neural networks presented, about the adequate performance of the training. 

 
 

Figure 5. ROC analysis of the PTML-ANN models, Sensitivity (Sn) vs. 1 – Specificity (Sp), 

random classifier curve (yellow) vs. other models (multiple colors) 

 
■ CONCLUSIONS 

Currently, we can find a considerable number of different types of NDDs in literature. Coated 

MONPs have been studied with special attention given the variety and the showed potential. 

However, the heterogeneous data of the current bioassays make new challenges raise in terms 

of cheminformatics models. In this work, we apply PTML method to build a model that is able 

to predict NDDS of MONPs. The best PTML-LDA linear model found showed values of Sp 

(%) = 95.75 and Sn(%) = 75.09. The variables of this PTML-LDA include information of the 

assay conditions, the coating agent, the core of the nanoparticle and the drug of the NDDs. We 

also trained alternative PTML linear and non-linear models by applying LR, CT, NB, RF, AB, 

and ANN algorithms. RF and ANN models reached a higher Sp and Sn, although they present 

a higher complexity in terms of number of variables, neurons layers, number of forests, etc. 

We also illustrated the use of the present PTML-LDA model in a simulation studies to detected 
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promising NDDs. This is a practical use of this model, which can give complementary 

information in terms of designing new systems. Until the best of our knowledge, this is the first 

multi-label PTML model useful to select drugs, coating agents, and/or MONPs to be assembled 

in order to design new DDNS with optimal activity/toxicity profiles. 
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7) Modelling systems DVRNs 

(Multiplicative operators) 

In this chapter, we explore the design of DVRNs, new nanosystems that are 

specifically designed for cancer treatment. If we are able to better desing these 

nanosystems, we also would do significant steps in material science 

knowledgment. 

 
To do so, we develop a model able to predict a multi output and multi input 

model able to predict biological activities of the components of nanosystems 

conformed by DVRNs. We apply the PTML methodology by following the 

workflow included in Figure 8. 
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7) MODELLING SYSTEMS DVRNS (MULTIPLICATIVE 

OPERATORS) 
 

 

 

 
Figure 8. Detailed workflow to build a PTML model used in this work 
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Abstract 

Nano-systems for cancer co-therapy including vitamins or vitamins derivatives have showed 

adequate results to continue with further researches to better understand them. However, the 

number of different combinations of drugs, vitamins, nanoparticle types, coating agents, 

synthesis conditions, system types (nanocapsules, micelles, etc.) to be tested is very large 

generating a high cost in experimentations. In this context, there are reports of large datasets 

of preclinical assays of compounds (like in ChEMBL database) and increasing but yet limited 

reports of experimental measurements of nano-systems per se. On the other hand, Machine 

Learning is gaining momentum in Nanotechnology and Pharmaceutical Sciences as a tool for 

rational design of new drugs and drug-release nano-systems. In this work, we propose to 

combine Perturbation Theory principles and Machine Learning to develop a PTML model for 

rational selection of the components of cancer co-therapy drug-vitamin release nano-systems 

mailto:humberto.gonzalezdiaz@ehu.es
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(DVRNs). In so doing, we apply information fusion techniques with 2 data sets: (1) a large 

ChEMBL dataset of >36000 preclinical assays of vitamin derivatives and a new dataset of 

>1000 outcomes of DVRNs, collected herein from literature for the first time. The ChEMBL 

dataset used covers a considerable number of assay conditions (cjvit) each one with multiple 

levels. These conditions included >504 biological activity parameters (c0vit), >340 types of 

proteins (c1vit), >650 types of cells (c2vit), >120 assay organisms (c3vit), > 60 assay strain (c4vit). 

Regarding the DVRNs, there are 25 different types of nano-systems (njn), with up to 16 

conditions (cjn) including also different levels such as: 8 biological activity parameters (c0n), 9 

raw nanomaterials (c4n), 15 assay cells (c11n), etc. In a first stage, we used Moving Average 

operators to quantify the perturbations (deviations) in all input variables with respect to the 

conditions. After that, we used multiplicative PT operators to carry out data fusion, and 

dimensions reduction, and Linear Discriminant Analysis (LDA) to seek the PTML model. The 

best PTML model found showed values of Specificity, Sensitivity, and Accuracy in the range 

of 83-88% in training and external validation series for >130000 cases (DVRNs vs. ChEMBL 

data pairs) formed after data fusion. Until the best of our knowledge, this is the first general 

purpose model for the rational design of DVRNs for cancer co-therapy. 

Keywords: ChEMBL; Nanoparticle; PTML; Machine Learning; Big data; Multi-target 

models. 

 
Introduction 

Machine Learning (ML) techniques have been widely applied in nanotechnology field given 

the capacity to accelerate the production of valuable scientific knowledge. Computational 

methods used in nanoscience give us the opportunity to solve questions and propose new 

perspectives to be shared in the research community. There have been proposals to tackle 

difficulties for the construction of in silico models, as lack of experimental data. For instance, 

Yan et al.1 proposed a workflow to profile nanoparticles virtually by constructing a virtual gold 

nanoparticle library and developing novel universal nanodescriptors or Sizochenko et al.2 

presented a method to predict toxicity towards different species, by solving the problem of 

missing data. Thanks to these studies among others,3,4 we have the opportunity to build 

multipurpose models with high accuracy for expanding current frontiers of nanosciences. There 

are models for material design and properties discovery that constitute this kind of advance. 

For instance, Endo et al.5 were able to detect molecular behavior of systems by using deep 
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neural network algorithm, Epa et al.6 built models of cellular uptake and apoptosis induced by 

nanoparticles for different cell types, Ekins et al.7 explained the positive aspects of applying 

ML techniques in a process assessment in drug discovery and development fields, as a network 

expressing interactions and perturbations or Sato et al.8 proposed novel predictive model for 

the diagnosis of hepatocellular carcinoma and reduced the misclassification rate by about half 

compared with a single tumor marker. 

Furthermore, for the specific area of model development of drug delivery systems, we find 

significant advances, for instance Hathout et al. 9 presented a model able to predict the mass of 

loaded drugs in solid lipid nanoparticles; Hashad et al.10 applied artificial neural networks to 

optimize the process of development of Chitosan-tripolyphosphate nanoparticles to obtain 

nanocarrier systems given the capacity of good encapsulation; Youshia et al11 built a model by 

using ML algorithms known as Artificial Neural Networks (ANN) to predict particle size and 

polydispersity of polymeric nanoparticles, given the biopharmaceutical behavior for different 

therapeutic functions; Parikh et al12 proposed a model by applying neural networks to optimize 

the parameters that affect the size of self-emulsifying drug delivery system. However, there are 

no reports of models with the novelty of predicting different biological activities, by processing 

heterogeneous data for this type of nanosystems. Probably, because this data is not public 

available, it need to be extracted from hundreds of assays with different conditions and also 

due to the difficulties to process such a complex data with ML algorithms. In this context, this 

type of study could be of high relevance. 

On the other hand, the design of drug-vitamin release nano-systems (DVRNs) with improved 

drug release ratios, enhanced drug resistance properties, and expressing less toxicity is an 

emerging challenge for nanosciences. Zhu et al.13 presented a method to prepare DVRNs of 

porous PLGA nanoparticles to co-deliver vitamin E TPGS and docetaxel. Othayoth et al.14 

shared a method to prepare DVRNs of vitamin–cisplatin-loaded chitosan nano-particles for 

chemoprevention and cancer fatigue. Wang et al15 showed the controlled process for designing 

DVRNs of vitamin E TPGS-functionalized PLGA nanoparticles for delivery of paclitaxel and 

the antitumor properties, among others.16,17 

However, the number of different combinations of drugs, vitamins, nanoparticle types, coating 

agents, synthesis conditions, system types (nanocapsules, micelles, etc.) to be tested in the 

design of new DVRNs is very large generating a high cost in experimentations. In this context, 

there are reports of large datasets of preclinical assays of compounds (like in ChEMBL 
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database)18,19 and increasing but yet limited reports of experimental measurements of nano- 

systems per se. 

In the present work, we propose the combination of the fundaments of Perturbation Theory 

(PT) and Multi-Label Machine Learning methods (PTML models) as a solution for this kind 

of data.20–24 The PTML models have been created in different disciplines to be able to predict 

the biological activity of nps.25,26 In any case, there has not been reports of PTML models able 

to fusion data27 of assay of compounds with nano-systems assays data to predict new DVRNs. 

In this work, we have created the first benchmark dataset for the study of DVRNs with data 

collected from literature. Next, we fused this dataset with a large dataset of preclinical assays 

of compounds downloaded from ChEMBL database. We used Moving Average (MAs) 

operators to express the perturbations in the assays, and multiplicative PT operators (PTOs) to 

carry out data fusion, and dimensions reduction. Last, Linear Discriminant Analysis (LDA) 

algorithm allowed us to seek the PTML model. We must highlight that this study is the first 

general purpose PTML model for the computational selection of the components of DVRNs. 

This model is a useful tool to complement information or event to guide researchers for the 

development of new nanosystems. We must highlight that all experimental tests must be 

conducted and carefully designed with no exception. All the sources must be checked: in silico 

models along with experimental data. In Fig. 1, we summarize the steps we are going to give 

in this work to train and validate the model. 
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Fig. 1. Workflow to develop a PTML model for DVRNs design. 

 
 

Materials and methods 

Nano-systems dataset 

Here we compiled from the first time a data set of 1348 outcomes for assays of DVRNs 

collected from literature13–17,28–32. We formed these examples after applying different cutoffs 

to the experimental values reported in the literature (see next section). The search focused on 

four different types of DVRNs: 1) Emulsions (Fig. 2A), 2) Polymer conjugates (Fig. 2B), 3) 

Polymer micelles (Fig. 2C) and 4) Polymer particles (Fig. 2D). The data included molecular 

descriptors of the nano-system: d1n= Nanoparticle Size (dimension 1), d2n = Nanoparticle Size 

(dimension 2), d3n = Zeta Potential, d4n = Polydispersity Index and d5n = Molecular Weight. 

Besides, we find variables that could affect to DVRNs properties values: v0 = Cutoff of nano- 

system biological activity value, v1 = Concentration of vitamin to synthesize the nano-system, 

v2 = Concentration of nanoparticle to synthesize the nano-system, v3 = Concentration of nano- 

system applied to the assay and v4 = Assay time. The data set also includes 16 different assay 

conditions (see detailed information in Table S1, supporting information file SI00.doc). The 

main conditions related to the DVRNs are cn0 = Biological activity, cn1 = Drug included in the 

nano-system, cn2 = Vitamin included in the nano-system, cn3= Nano-system shape, cn4 = 
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Nanoparticle core material, cn5 = Nano-system type. Other conditions related to the synthesis 

of the DVRNs are cn6 = Nanomaterial synthesis method, cn7 = Nano-system synthesis method, 

cn8= Nano-system synthesis solvent, cn9= Nanomaterial synthesis solvent. Last, conditions 

related to the assay of the DVRNs are cn10 = Assay organism, cn11 = Assay cell, cn12= Assay 

protein (only albumin included in the data set), cn13= Assay solution/solvent, cn14 = Assay pH, 

cn15 = Type of assay. 

 

Fig. 2. General scheme of DVRNs studied in this work 

Nano-systems data pre-processing 

Each nano-system preclinical assay presents a result of the value vijn of the biological activity 

that the ith nano-system presents against a jth target. The MAs of the input variables have been 

calculated for all descriptors and variables with all the conditions cjn, obtaining Δdk(cjn) = dki - 

<dk(cjn)> for descriptors of the nano-systems, and Δvk(cjn) = vki - <vk(cjn)> for variables of 

nano-systems. Same process of discretization is followed for nano-systems: construction of 

f(vijn)obs, depending on the desirability of the biological activity parameter considered in the 

nano-system assay d(c0n) and cutoff, that in this case is also considered a variable as mentioned 

above (v0). Consequently f(vijn)obs = 1 if desirability of the biological activity parameter d(c0n) 

= 1 and vijn > cutoff. Besides, f(vijn)obs = 1 also when vijn < cutoff and d(c0n) = 0; otherwise, 

f(vijn)obs = 0. Each experimental value was confronted on average to 1-3 (top, medium, bottom) 

cutoff levels generating 1-3 different values of the discrete variable f(vijn)obs. 



195 

 

 

ChEMBL drug dataset 

The data set for vitamins derivatives has been extracted from public database ChEMBL 

(February, 2019). This dataset is maintained by the European Bioinformatics Institute (EBI). 

The data is extracted directly from the literature: There are 7 core journals: Bioorganic & 

Medicinal Chemistry Letters, Journal of Medicinal Chemistry, Bioorganic & Medicinal 

Chemistry, Journal of Natural Products, European Journal of Medicinal Chemistry, ACS 

Medicinal Chemistry Letters and MedChemComm. After extracting the data, a manual curation 

process is applied. Moreover, the data is updated regularly every 3-4 months. This data set 

includes >36000 preclinical assays of drugs like vitamins, vitamins derivatives and molecules 

with at least > 80% of structural similarity. This is the reason we will refer to drugs as vit in 

formulations. Molecular descriptors for the different drugs are: d1vit = LOPG (n-Octanol/Water 

Partition Coefficient) and d2vit = Polar Surface Area (PSA). Besides, every case presents assay 

conditions cj. These conditions have multiple levels including >504 biological activity 

parameters (c0vit), >340 types of proteins (c1vit), >650 types of cells (c2vit), >120 assay organisms 

(c3vit), > 60 assay strain (c4vit). See detailed information in Table S2, supporting information 

file SI00.doc. 

Drug data pre-processing 

The value of biological activity is represented by vijvit given that it varies according to the 

descriptors of each drug and the combination of assay conditions cjvit = (c0vit, c1vit, c2vit, c3vit, 

c4vit). Values vijvit are the quantitative results of every drug assay. For instance, for a determined 

assay, we have as a quantitative result. This situation presents a challenge, because they are 

presented in different units. Besides, every case measures a different biological performance 

such as inhibition or cumulative release, among others. First of all, we must calculate the 

Perturbation Operators, in this case Moving Averages (MA). These MA are one-condition 

Moving Averages (MA), in other words, calculated for one condition at time. Thus, we are able 

to calculate the PT operators for descriptors of vitamins Δdk(cjvit) = dki - <dk(cjvit)>. The PT 

operators measure the deviation of dki from the average value <dk(cj)> of the assays with the 

same condition.20–24 We need to create perturbation operators to develop the PTML model, so 

we discretized vijvit 
20–24 obtaining as result f(vijvit)obs, to be able to know if a specific biological 

value is desirable or not. Since, f(vijvit)obs refers to a function for observed results (obs). To 

develop f(vijvit)obs, we need to take into consideration two parameters: The first necessary 

parameter is the desirability of the biological activity d(c0vit). This is a value associated to the 
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biological activity and can be 1 or -1: d(c0vit) = 1 if we consider biological activity values are 

more desirable if it increases; otherwise d(c0vit) = 0. The second parameter is the cutoff, which 

is a limit of the biological activity values that separates adequate results. The cutoff = 100 for 

properties with units in nM. We applied this cutoff in order to be aligned with previous studies 

that applied PTML method with heterogeneous data.22 If not, cutoff = <vijvit>; which is the 

average as expected value. Once we know d(c0vit) and cutoff, we are able to build f(vijvit)obs as 

follows: f(vijvit)obs = 1 if desirability of the biological activity parameter d(c0vit) = 1 and vijvit > 

cutoff. Besides, f(vijvit)obs = 1 also when vijvit < cutoff and d(c0vit) = 0; otherwise, f(vijvit)obs = 0. 

See graphical schematization of this process in Fig. 3. 

DVNRs data fusion and PTML model 

To develop this PTML model, we generated a working data set resulting from the fusion of the 

two previous data sets. This data set included 1348 DVNRs from literature and >36000 

ChEMBL vitamin derivatives assays. The process of fusion includes not only descriptors (d1vit, 

d2vit, d1n, d2n, d3n, d4n, d5n) and variables (v0, v1, v2, v3, v4) but also assay conditions (cjvit and cjn). 

Once we have built the observed function f(vijvit,vijn)obs. So f(vijvit,vijn)obs = 1 if f(vijn)= 1 and 

f(vijvit)= 1, otherwise f(vijvit,vijn)obs = 0. this will be the class to predict. The inputs will be the 

reference function f(vijvit,vijn)ref and the perturbation operators for variables and descriptors of 

the nanosystem along with the descriptors of the vitamin derivative. We apply Linear 

Discriminant Analysis to build the model. If we use the model, we will have as result a real 

number. This real number must be converted by calculating Mahalanobi’s distance into 0 or 1. 

Graphical summary of this process is presented in Fig. 3. 
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Fig. 3. Detailed worflow to build a PTML model used in this work. 

 
 

After fusion, the working dataset includes 134901 pairs of DVNRs and vitamin derivatives. 

This is the result of repeating 100 times the data set of DVNRs but pairing each case with 

different assays of vitamin derivatives selected at random, see Table 1. The generation of 

possible combinations and the data fusion permit us to have an even larger dataset to deal with. 

It is possible that in the literature, from all the sources mentioned, some study published 

unreasonable data. However, the use of Machine Learning minimizes the errors of all the 

observations, of the whole set. This gives us the opportunity to extract knowledge from the 

available data nowadays, and to have more information about possible efficient drugs. We also 

applied a discretization for the pairs generated f(vijvit, vijn)obs.
20–24 Following same discretization 

process mentioned above f(vijvit, vijn)obs =1 when f(vijvit)obs = 1and f(vijn)obs=1; f(vijvit, vijn)obs = 0 

otherwise. 

 
Table 1. DVRNs and Vitamins MA operator’s information 
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Condition Name Code Symbol Operator Formula Description 

Activity type c0vit f(vijvit)ref n(f(vijvit)obs=1)/nj 

Expected probability p(f(vijvit)=1)ref 

for the activity vijvit of type c0vit 

Activity type c0n f(vijn)ref n(f(vijn)obs=1)/nj 

Expected probability p(f(vijn)=1)ref 

for the activity vijn of type c0n 

Activity type c0vit, c0n f(vijvit, vijn)ref f(vijvit)ref ·f(vijn)ref 

Reference value of probability for 

the nano-system 

 

Activity type 
 

c0vit 

Δd1vit(c0vit) d1vit i - < d1(c0vit)>  

 

Deviation (Δ) of 

d1vit = AlogPi and d2vit = PSAi of the 

ith vitamin derivative from their 

reference values <AlogP(cjvit)> and 

<PSA(cjvit)> respectively for a given 

subset of multiple assay conditions 

cjvit 

Δd2vit(c0vit) d2vit i - < d2(c0vit)> 

 

Protein 
 

c1vit 

Δd1vit(c1vit) d1vit i - < d1(c1vit)> 

Δd2vit(c2vit) d2vit i - < d2(c1vit)> 

 

Cell Name 
 

c2vit 

Δd1vit (c2vit) d1vit i - < d1(c2vit)> 

Δd2vit (c2vit) d2vit i - < d2(c2vit)> 

 

Assay Organism 
 

c3vit 

Δd1vit (c3vit) d1vit i - < d1(c3vit)> 

Δd2vit (c3vit) d2vit i - < d2(c3vit)> 

 

Assay Strain 
 

c4vit 

Δd1vit (c4vit) d1vit i - < d1(c4vit)> 

Δd2vit (c4vit) d2vit i - < d2(c4vit)> 

Activity type c0n Δd1n(c0n), Δd2n(c0n)… din(c0n) din i - <din(c0n)> Measures the deviation of the 

reference din value (average) of all 

npi with the same c0n, c1n, c2n, c3n, 

c4n and c5n. Furthermore, ΔDin refers 

to values of all considered nano- 

system variables v0-v9. 

Drug/Drug Comb np c1n Δd1n(c1n), Δd2n(c1n)… Δdin(c1n) din i - <din(c1n)> 

DVRNs Vitamin c2n Δd1n(c2n), d2n(c2n)…Δdin(c2n) din i - <din(c2n)> 

DVRNs Shape c3n Δd1n(c3n), Δd2n(c3n)…Δdin(c3n) din i - <din(c3n)> 

Core raw material c4n Δd1n(c4n), Δd2n(c4n)…Δdin(c4n) din i - <din(c4n)> 

DVRNs System type c5n Δd1n(c5n), Δd2n(c5n)…Δdin(c5n) din i - <din(c5n)> 

Method Nanomaterial synth c6n Δd1n(c6n), Δd2n(c6n)…Δdin(c6n) din i - <din(c6n)> Measures the deviation of the 

reference Din value (average) of all 

npi with the same c6n, c7n, c8n and 

c9n. Furthermore, ΔDin refers to 

values of all considered nano- 

system variables v0-v9. 

Method Drug-Nano-system c7n Δd1n(c7n), d2n(c7n)…Δdin(c7n) din i - <din(c7n)> 

DVRNs Synthesis solvent c8n Δd1n(c8n), Δd2n(c8n)…Δdin(c8n) din i - <din(c8n)> 

Nanoparticle synthesis 

solvent 

 
c9n 

 
Δd1n(c9n), Δd2n(c9n)…Δdin(c9n) 

 
din i - <din(c9n)> 

DVRNs Assay Organism c10n Δd1n(c10n), Δd2n(c10n)…Δdin(c10n) din i - <din(c10n)> 
Measures the deviation of the 

reference Din value (average) of all 

npi with the same c10n, c11n, c12n, c13n, 

c14n and c15n. Furthermore, ΔDin 

refers to values of all considered 

nano-system variables v0-v9. 

DVRNs Assay Cell c11n Δd1n(c11n), Δd2n(c11n)…Δdin(c11n) din i - <din(c11n)> 

Albumin c12n Δd1n(c12n), Δd2n(c12n)…Δdin(c12n) din i - <din(c12n)> 

DVRNs Media Assay c13n Δd1n(c13n), Δd2n(c13n)…Δdin(c13n) din i - <din(c13n)> 

DVRNs Assay pH c14n Δd1n(c14n), Δd2n(c14n)…Δdin(c14n) din i - <din(c14n)> 

Type of Assay c15n Δd1n(c15n), Δd2n(c15n)…Δdin(c15n) din i - <din(c15n)> 
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aThe input variables for vitamin derivatives structure are d1vit=AlogP, d2vit=PSA. bThe input variables for nano- 

system are d1n = Nanoparticle Size (dimension 1), d2n = Nanoparticle Size (dimension 2), d3n = Zeta Potential, 

d4n = Polydispersity Index and d5n = Molecular Weight. Nano-system properties values: v0 = cutoff of nano- 

system biological activity value, v1 = Concentration of vitamin to synthesize the nano-system, v2 = 

Concentration of nanoparticle to synthesize the nano-system, v3 = Concentration of nano-system applied to the 

assay and v4 = assay time. Nano-system assay conditions: c0n = Biological activity, c1n = Drug included in the 

nano-system, c2n = Vitamin included in the nano-system, c3n= Nano-system shape, c4n = nanoparticle core 

material, c5n = Nano-system type, c6n = Nanomaterial synthesis method, c7n = Nano-system synthesis method, 

c8n= Nano-system synthesis solvent, c9n= Nanomaterial synthesis solvent, c10n = Assay organism, c11n = Assay 

cell, c12n= Assay protein (only albumin included in the data set), c13n= Assay solution/solvent, c14n = Assay pH, 

c15n = Type of assay 

 

As input variable of the PTML model we include the reference function f(vijvit, vijn)ref. This 

function accounts for the expected probability of activity of the DVRNs with the new vitamin 

derivative added. We must highlight that cjvit and cjn (with c in boldface caption) are vectors of 

combinations of assay conditions unlike cjvit and cjn; which refers to single assay conditions. 

We propose a linear PTML model in order to predict the more efficient/safe components 

(vitamin, drug, nanoparticle, etc.) of DVRNs for cancer co-therapy. By using Linear 

Discriminant Analysis (LDA) linear classification, PTML-LDA models can be developed with 

Equation 1. As we see the model is able to predict f(vijvit, vijn)calc. This function does not classify 

the new case because it is a scoring function for the vitamin-np pair in the combinatorial assay 

conditions. Consequently, the LDA algorithm must calculate the values of posterior 

probabilities p(f(vijvit, vijn)obs = 1)pred by applying the Mahalanobis’s distance metric.33
 

 

 

 

 

 

 

 

 

 
 

Results and discussion 

PTML linear model with simple MA 

𝑔𝑚𝑎𝑥 

𝑓(vijvit, vijn)
𝑐𝑎𝑙𝑐 

= a0  + a1  · 𝑓(vjvit, vjn)
𝑟𝑒𝑓  

+  ∑  a𝑘𝑗  · 𝑃𝑇𝑂(Dkvit, 𝐜jvit) 
𝑔=1 

𝑔𝑚𝑎𝑥 𝑔𝑚𝑎𝑥 

+ ∑ b𝑘𝑗 · 𝑃𝑇𝑂(Dkn, 𝐜jn)  +  ∑  𝑐𝑘𝑗 · 𝑃𝑇𝑂(𝑉k, 𝐜jn) 
𝑔=1 𝑔=1 

 

 

(1) 
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Once the algorithm calculates p(f(vijvit, vijn) = 1)pred, a Boolean function is created depending on 

the value of p(f(vijvit, vijn) = 1)pred: If p(f(vijvit, vijn) = 1)pred > 0.5, f(vijvit, vijn)pred = 1; otherwise, 

f(vijvit, vijn)pred = 0. This function will be compared to the observed function to identify the Sn, 

Sp, and Ac: If f(vij, vijn)pred = 1 and f(vijvit, vijn)obs = 1 the case is properly classified.20–24 To apply 

a prediction of biological activity with the proposed model, we need to introduce in the model 

the new variables taking into consideration the average for the different assay conditions 

<vk(cjn)>, <dk(cjn)> and <dk(cjvit)>. In Table 2 and Table 3, the model parameters for vitamins 

derivatives (c0vit) and DVRNs (c0n) and are included. Besides the cutoff, desirability and 

reference function. 

 
Table 2. Model parameters for vitamin derivatives for c0vit 

 

Condition c0vit
a
 <d1(c0vit)> <d2(c0vit)> nj(c0vit) nj(f(vijvit)=1)obs p(f(vijvit)=1)ref cutoff d(c0vit) 

Potency (nM) 3.29 74.06 24750 104 0.004 100.00 -1 

IC50 (nM) 4.24 63.20 1402 232 0.165 100.00 -1 

Activity (%) 3.79 79.40 1079 56 0.052 186.79 1 

Inhibition (%) 3.25 82.98 415 254 0.612 73.72 -1 

EC50 (nM) 4.50 66.09 388 193 0.497 100.00 -1 

Weight (g) 3.18 35.24 260 192 0.738 4.23 -1 

Ratio (-) 5.44 63.26 259 253 0.977 46.59 -1 

GI50 (nM) 3.81 38.24 258 2 0.008 100.00 -1 

Ki (nM) 3.83 77.45 197 106 0.538 100.00 -1 

Activity(mg/dl) 5.74 58.21 164 95 0.579 5.22 -1 

a Condition c0vit = the type of activity parameter measured for vitamin derivatives 

 

 

Table 3. Model parameters for nano-systems for c0n 
 

Condition c0n
a
 Input parameters used to specify c0n 

Activity type nj d(c0n) <cutoff> p(f(vijn) =1)ref <v1(c0n)> <v2(c0n)> <v3(c0n)> 

Inhibition (%) 90 1 40 0.18 38.5 0.66 520.00 

Inhibition 

Hem. (%) 
72 1 3 0.40 38.5 0.66 62.50 
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Cumulative 

Rel. (%) 
289 -1 57.83 0.55 17.905 15.35 136.56 

Survival rate 

(%) 
42 -1 11.66 0.26 36.52 5.23 181.87 

Control (%) 24 -1 35.125 0.41 6.39 78.09 6.24 

Cell viability 

(%) 
416 -1 34.85 0.35 45.83 5.00 169.68 

Tumor 

volume 

(mm3) 

 
308 

 
-1 

 
249.35 

 
0.66 

 
52.01 

 
14.34 

 
181.87 

Weight 

augment. (g) 
108 1 1.5 0.48 10 9.92 181.87 

Condition c0n
a
 Input parameters used to specify c0n 

Activity type <v4(c0n)> <v5(c0n)> <v6(c0n)> <v7(c0n)> <v8(c0n)> <v9(c0n)>  

Inhibition (%) 159.67 159.67 0.00 24.97 0.23 3375.78  

Inhibition 

Hem. (%) 
159.67 159.67 0.00 24.97 0.23 3375.78 

 

Cumulative 

Rel. (%) 
102.68 107.87 75.49 1.02 0.17 3302.42 

 

Survival rate 

(%) 
135.00 135.00 48.00 17.00 0.01 3375.78 

 

Control (%) 118.33 118.33 48.00 0.50 0.25 3375.78  

Cell viability 

(%) 
77.66 78.14 57.46 -3.07 0.12 3426.74 

 

Tumor 

volume 

(mm3) 

 
98.51 

 
98.51 

 
9.44 

 
-7.39 

 
0.18 

 
3375.78 

 

Weight 

augment. (g) 
113.68 113.68 9.44 -7.77 0.19 3375.78 

 

a Condition c0n = the type of activity parameter measured for nano-systems; Inhibition Hem. (%) = Inhibition 

Hemolysis; Cumulative Rel. (%) = Cumulative Release (%); Weight augment. (g) = Body Weight augmentation 

(g). 
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Table 4 includes the values of the averages <Di(cjn)> for c1n, c2n and c3n. We can see examples 

of how the reference values of variables and descriptors in this case, according to 3 different 

conditions c1n, c2n and c3n. For instance, the expected value of Paclitaxel of v2 is 8.14; however 

the expected value of v2 for all the cases with c2n is 12.23. Consequently, if the conditions 

change affect the result of the model for every nano-system. With regard to the reference we 

considered p(f(vijvit, vijn)obs =1)ref = p(f(vijvit)obs =1)ref * p(f(vijn)obs =1)ref. 

 
Table 4. Model nano-system parameters for c1n, c2n and c3n. 

 

c1n Parameters used to specify c1n 

Drug nj(c1n) <v0(c1n)> <v1(c1n)> <v2(c1n)> <v3(c1n)> <d4(c1n)> <d5(c1n)> 

Paclitaxel 390 40.19 34.74 8.14 203.70 42.67 42.67 

Docetaxel 375 104.07 10.00 9.06 181.87 130.46 130.46 

aPAC.+5- 

FU 

 

126 

 

294.29 

 

160.00 

 

25.00 

 

130.35 

 

82.00 

 

82.00 

SN-38 120 20.00 36.52 7.36 5.50 175.00 175.00 

c2n Parameters used to specify c2n 

DVRNs 

Vitamin 
nj(c2n) <v0(c2n)> <v1(c2n)> <v2(c2n)> <v3(c2n)> <d4(c2n)> <d5(c2n)> 

E (TPGS) 557 139.00 46.60 12.23 170.22 119.95 119.95 

E 312 42.31 36.52 1.00 213.66 19.73 19.73 

Biotin 120 20.00 36.52 7.36 5.50 175.00 175.00 

D3 87 41.20 4.60 55.25 175.26 113.85 113.85 

c3n Parameters used to specify c3n 

Shape nj(c3n) <v0(c3n)> <v1(c3n)> <v2(c3n)> <v3(c3n)> <d4(c3n)> <d5(c3n)> 

Spherical 1315 84.34 37.47 10.50 181.78 104.39 104.39 

Rod 34 71.18 0.00 11.90 169.30 50.00 100.00 

aPAC.+5-FU =Paclitaxel+5-FU 

This model lets us select compounds in nano-systems for design of nano-systems consisting of 

DVNRs when adding a new vitamin or vitamin derivative measured with different conditions. 

To this end, we have to substitute the reference probability of activity p(f(vijvit, vijn)obs =1)ref on 

the equation, because it varies according to the measured biological activity, e.g. IC50(nM), 

CC50(nM) and EC50(nM), etc. Consequently, the model can predict as desirable the properties 
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of the compounds of the nano-systems with the new vitamin derivatives. Finally, we need to 

incorporate the new descriptors and variables of the nano-system. 

As we mentioned above, PTML-LDA is a linear model able to predict, in this case biological 

activities of nano-systems by considering the reference function and the perturbation added to 

the system by the perturbation operators. Consequently, the Equation 2 presents the first model 

proposed. It includes two types of input variables: The reference variable, which is a value 

function f(vijvit, vijn)ref and the variables that add the perturbation to the reference value: 

Vitamins descriptors, nano-systems descriptors and nano-systems variables. The operators that 

add the perturbation are called Perturbation Theory Operators (PTO) and in these case are: 

Δvk(cjn), Δdk(cjn) and Δdk(cjvit). See details about these operators on Table 2 and Table 3 (see 

Table S1 and Table S2 respectively in supporting information for full data set). 

𝑓(vijvit, vijn) = −6.38631 + 18.74427 · 𝑓(vijvit, vijn) 
𝑐𝑎𝑙𝑐 𝑟𝑒𝑓 

+0.00519 · Dv0n(c0) +0.02117 · Dv2n(c0) 

+0.09580 · Dv0n(c1) +0.01583 · Dv5n(c1) 

−0.00482 · Dv6n(c3) +0.00190 · Dv3n(c4) 

−0.06166 · Dv2n(c5) +9.43873 · Dv4n(c6) 

−0.07865 · Dv0n(c8) −0.01589 · Dv0n(c11) 

+0.07736 · Dv2n(c11) −0.01380 · Dv4n(c11) 

−4.97694 · Dd4n(c11) −0.01034 · Dv3n(c12) 

−0.07237 · Dv2n(c13) +0.00077 · Dv3n(c13) 

+0.00989 · Dv3n(c15) 

n = 89934 𝐶ℎ𝑖 − 𝑠𝑞𝑟 = 1 p − level = 1 

 

 

 

 

 

 

 
(2) 

 
 

Statistical parameters of the model are: n is the number of cases applied to train the model, χ2 

is the Chi-square statistics, and p is the p-level. In this work, the model showed adequate values 

of Sp = 88.57, Sn = 84.50, and Ac = 88.27 in with training data set. Similar values were showed 

for external validation, see Table 5. This model used forward stepwise strategy to choose 

variables with 20 steps, given that there are 20 assay conditions for vitamin assays and nano- 

systems assays. Given the importance of the assay conditions, we understand that all the 

conditions should be included in the equation. However no PTO related to vitamins are 

included in the model so no vitamin conditions are considered; neither c14n, c2n, c7n, c9n or c10n. 

We increased the number of steps to 30 the model did not include PTO related to vitamins. 

Also, c7n, c9n and c12n were excluded in this assay. In addition, p-level = 1 indicates that 
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statistically is not significant. Besides, the number of variables is substantial which is not 

desirable. At this point, we considered to create PTML models with multiplicative operators to 

be statistically significant and reduce the dimensions of the model. The aim for these new 

models were to include all the variables, descriptors and assay conditions information without 

reducing the accuracy (next section). 

 
Table 5. Prediction Results of PTML model 

 

Obs. Stat. Pred. Predicted sets 

Setsa Param.b Stat.c nj f(vijvit, vijn)pred = 0 f(vijvit, vijn)pred = 1 

Training 

f(vijvit, vijn)obs = 0 Sp 88.57 83258 73744.00 9514.00 

f(vijvit, vijn)obs = 1 Sn 84.50 6676 1035.00 5641.00 

Total Ac 88.27 89934 74779.00 15155.00 

Validation 

f(vijvit, vijn)obs = 0 Sp 88.65 41690 36959 4731 

f(vijvit, vijn)obs = 1 Sn 84.22 3276 517 2759 

Total Ac 88.33 44966 37476 7490 

a Obs. Sets = Observed sets, bStat. Param. = Statistical parameter, cPred. Stat. = Predicted statistics (%) 

 

 

PTML models with multiplicative operators 

A notable drawback of the previous model is the necessity of exploring a very high number of 

MA variables. We can try to sort this using a feature selection technique as we did above. 

However, another problem is that is mandatory to include at least 21 of these variables in the 

model. This is because we need to include in the model at least one variable for each one of the 

boundary conditions cj defining the biological assay of the vitamin and the synthesis and 

biological assay of the np-based drug release system. Consequently, feature selection 

techniques seek very long models and often fail to include all the desired input vars. In this 

section we propose to carry out a reduction of dimensions for the original input data using 

different Perturbation-Theory Operators (PTOs), see Table 6. We employed multiplicative 

PTOs using as argument products of MA values. Using these PTOs we reduced the dimensions 

of the analysis from Nma = Nv·Nc = 16·10 = 160 input variables (MA) to 5-6 variables (PTOs) 

depending on the partition of the group of variables (G) used. In the Table 8 we show the 

general formula for PTML models using the different classes of multiplicative operators. PT 
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Product (PTP) operator can be calculated as the direct products of different MA values whereas 

the PT Geometric Mean (PTG) operators are obtained as a further transformation of the PTPs 

into the respective roots of different orders. We denoted the PTP operators as PTP(dk, vk, cj)g 

= PTP(dvk(cj), dnk(cj), vk(cj))g and the PTG operators as PTG(dk, vk, cj)g = PTG(dvk(cj), 

dnk(cj), vk(cj))g. This express the fact that the operators have been calculated using the 

following sequence of transformations: vk, dvk, dnk => vk(cj), dvk(cj), or dnk(cj) (MA, mean- 

centered variable) => PTP(vk(cj))g = vk(cj)·dvk(cj)·dnk(cj) (product of MA values) => 

PTG(vk(cj))g = [vk(cj)·dvk(cj)·dnk(cj)]
1/q (root of higher order q). Take into consideration 

that q is the number of variables in the operator. 

 
Table 6. PTML models proposed here using different operators 

 

PTO PTML Model Formula a Eq. 

General 

Model 

(PTO) 

𝑓(vijvit, vijn)
𝑐𝑎𝑙𝑐 

= a0  + a1 · 𝑓(vjvit, vjn)
𝑟𝑒𝑓  

+ 𝑃𝑇𝑂 (∆dkvit(cjvit)) 
𝑔 

𝑔𝑚𝑎𝑥 𝑔𝑚𝑎𝑥 

+  ∑  b𝑘𝑗 · 𝑃𝑇𝑂 (∆dkn(cjn)) + ∑  𝑐𝑘𝑗 · 𝑃𝑇𝑂 (∆vk(cjn)) 
𝑔 𝑔 

𝑔=1 𝑔=1 

 

 
(1) 

 

 
Product 

(PTP) 

𝑔𝑚𝑎𝑥 𝑞 
δ𝑔𝑗 

𝑓(vijvit, vijn)
𝑐𝑎𝑙𝑐  

= a0 + a1 · 𝑓(vjvit, vjn)
𝑟𝑒𝑓  

+  ∑  a𝑘𝑗  · {𝖦 [∆dkvit(cjvit) ]} 
𝑔=1 𝑗=0 

 

𝑔𝑚𝑎𝑥 𝑟 𝑔𝑚𝑎𝑥 𝑠 
δ𝑔𝑗 δ𝑔𝑗 

+ ∑ b𝑘𝑗 · {𝖦 [∆dkn(cjn) ]} + ∑ 𝑐𝑘𝑗 · {𝖦 [∆vk(cjn) ]} 
𝑔=1 𝑗=0 𝑔=1 𝑗=0 

 

 
 

(2) 

 

Geom. 

Mean 

(PTG) 

𝑔𝑚𝑎𝑥 𝑞 1/𝑞 
δ𝑔𝑗 

𝑓(vvij, vnij)𝑐𝑎𝑙𝑐  
= a0  + a1  · 𝑓(vjvit, vjn)

𝑟𝑒𝑓  
+  ∑  a𝑘𝑗  · {𝖦[∆dkvit(cjvit)] } 

𝑔=1 𝑗=0 
 

𝑔𝑚𝑎𝑥 𝑟 
1/𝑟 𝑔𝑚𝑎𝑥 𝑠 

1/𝑠
 

+ ∑ b · {𝖦 [∆d (c  )
δ𝑔𝑗 

]} + ∑ 𝑐 · {𝖦 [∆v (c )
δ𝑔𝑗 

]} 
𝑘𝑗 kn jn 𝑘𝑗 k jn 

𝑔=1 𝑗=0 𝑔=1 𝑗=0 

 

 

 
(3) 

a The parameter g denotes one sub-set of the partition (G) of the group of input variables (MAs) transformed by 

the operator (PTO), gj = 1 when the MA for the condition cj is included in the group of variables g affected by 

the operator. 

 
All the PTML models obtained with the PTP(vk,cj)g operators presented high collinearity 

among the variables and very extreme values of the coefficients. The best model found using 
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PTML-LDA algorithm was the model based on Geometric mean operators PTG(vk,cj)g, see 

Equation 7. 
 

𝑓(vvij, vnij)𝑐𝑎𝑙𝑐
 

= −6.11383 + 18.32699 · 𝑓(vvj, vnj)
𝑟𝑒𝑓 

− 0.01324 · 𝑃𝑇𝐺(vk, 𝐜vj) − 0.00514 
𝑔1 

 

· 𝑃𝑇𝐺(vk, 𝐜vj) + 0.00132 · 𝑃𝑇𝐺(vk, 𝐜vj) + 0.00183 · 𝑃𝑇𝐺(vk, 𝐜vj) + 0.15420 
𝑔3 𝑔4 𝑔5 

 

· 𝑃𝑇𝐺(vk, 𝐜vj) 
𝑔6 

 

 
 

N = 89934 Chi-sqr = 27137.04 p-level < 0.05 

 

 

 

 
(7) 

 
 

The results of training and external validation data sets are shown in Table 7. Compared to the 

previous model, this model has higher Chi-sqr and p-level < 0.05 which means that is 

statistically significant. The training subset consists of 89934 observations: 6676 cases whose 

values of biological activity are desirable and 83258 that are not (observed data). This model 

presents high Specificity ratio for training subset given that it is able to predict 87.4% of no 

desirable values. Furthermore, it provides, equally, a high ratio of Sensitivity, which is aligned 

with the main aim of the model, which is to discover and develop new efficient and convenient 

DVNRs. On the other hand, the model was validated by using the testing subset. The 

performance of the validation showed an excellent robustness of the model. The general 

accuracy for this subset was 88.33, which is slightly higher comparing to training subsest. In 

addition, the dimensions of this model are reduced and it presents only 6 input variables. In so 

doing, despite of the reduction of input variables, ratios of Specificity, Sensitivity, and 

Accuracy are in the same range than the previous model, of 83-88%. ”. In addition, Table S3 

depicts all details about each case, observed classification, predicted classification, input 

variables, experimental conditions, vitamin derivative, and nano-systems characteristics (see 

supporting information file SI01.xlsx). 

 

 

 

 
Table 7. Prediction Results of PTML model 

 

Obs. Stat. Pred. Predicted sets 
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Setsa Param.b Stat.c nj f(vijvit, vijn)pred = 0 f(vijvit, vijn)pred = 1 

Training 

f(vijvit, vijn)obs = 0 Sp 87.40 83258 72770 10488 

f(vijvit, vijn)obs = 1 Sn 83.21 6676 1121 5555 

Total Ac 87.09 89934  

Validation 

f(vijvit, vijn)obs = 0 Sp 87.50 41690 36480 5210 

f(vijvit, vijn)obs = 1 Sn 83.30 3276 547 2729 

Total Ac 87.20 44966  

a Obs. Sets = Observed sets, bStat. Param. = Statistical parameter, cPred. Stat. = Predicted statistics 

 

 

This model was obtained using the PTG(vk,cj)g operators calculated according to partition G2. 

The different MA used here to calculate the PTG(vk,cj)g (as well as all PTOs) were assigned to 

different operators according to the Table 8. This table defines different partitions of the group 

of variables (G). For instance, in order to calculate the operators PTP(vk,cj)4 (not in the model) 

and PTG(vk,cj)4 (in the model) we need to go to the table in the section of the partition G2. 

Next, we need to get the variables in g4 = v3(cnp3), v3(cnp4), v3(cnp5) and carry out the 

product   and   geometric   mean   operations.   After that,   we   can   obtain:   PTP(vk,cj)4    = 

v3(cnp3)·v3(cnp4)·v3(cnp5) and PTG(vk,cj)4 = [v3(cnp3)·v3(cnp4)·v3(cnp5)]
1/3, 

respectively. Each partition was created ad hoc trying to minimize the number of MA variables 

used to calculate the operator. We guaranteed it by including MA variables vk(cj) with a 

certain experimental relationship among the original variable vk and the boundary condition cj. 

For instance, for the partition G1, G2, and G3, the sub-set g1 and g2 use the molecular only 

descriptors of the vitamin to calculate MA averages of conditions cv0, cv1, cvit2, cv3, and cv4. The 

sub-set g1 uses all MA values based on AlogP of the vitamin. The subs-set g2 (not depicted in 

the table) uses the MA for the same conditions than g1 but it is based only on the PSA of the 

vitamin. The sub-set g3 includes information about v0 = cutoff of nanosystem biological activity 

value, v1 = Concentration of vitamin to synthesize the nanosystem, v2 = Concentration of 

nanoparticle to synthesize the nanosystem, v3 = Concentration of nanosystem applied to the 

assay. We related these variables with determined nanosystem characteristics and composition: 

c0n = Biological activity, c1n = Drug included in the nanosystem, c2n = Vitamin included in the 

nanosystem, c3n= Nanosystem shape, c4n = Nanoparticle core material, c5n = Nanosystem type. 

However, g4 includes information of d1n = Nanoparticle Size (dimension 1), d2n = Nanoparticle 

Size (dimension 2) and conditions of synthesis of the nanosystem: c6n = Nanomaterial synthesis 
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v0(c0n) 

v2(c1n) 

v1(c2n) 

v3(c3n) 

v3(c4n) 

v2(c5n) v3(c5n) 

d1n(c6n) d2n(c6n) 

d1n(c7n) d2n(c7n) 

d1n(c8n) d2n(c8n) 

c6n 

g4    c7n 

c8n 

c0n 

c1n 

c2n 

g3 c3n 

c4n 

c5n 

d1(cv0) 

d1(cv1) 

d1(cv2) 

d1(cv3) 

d1(cv4) 

c0vit 

c1vit 

g1    c2vit 

c3vit 

C4vit 

d5n d4n d3n v4 d2n d1n v3 v2 v1 v0 d1vit 

g5 g4 g3 g1 G1 

DVRNs assay DVRNs synthesis DVRNs Vit. 

 

method, c7n = Nanosystem synthesis method, c8n= Nanosystem synthesis solvent, c9n= 

Nanomaterial synthesis solvent. Finally, the sub-set g5 refers to v4 = assay time and other 

characteristics of the nanosystem: d3n = Zeta Potential, d4n = Polydispersity Index and d5n = 

Molecular Weight, taking into consideration c10n = Assay organism, c11n = Assay cell, c12n= 

Assay protein (only albumin included in the data set), c13n= Assay solution/solvent, c14n = 

Assay pH, c15n = Type of assay. After this classification, we create 2 variations (G2 and G3) of 

the first group of combinations. G2 splits g3 into 2 different sub-sets: On one hand: c0n, c1n, c2n 

with v0, v1, v2; on the other hand: c3n, c4n, c5n with v3. Finally, G3 takes into consideration v0 

and c0n, for the last subset g4. Note that variables of the np have never been used to calculate 

MA of the vitamin. Conversely, the variables of the vitamin have never been used to calculate 

MA of the np system. 

 
Table 8. Partitions of variables in different groups used to calculate the different operators 
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c9n 

c10n 

c11n 

g5    c12n 

d1n(c9n)  

 

 

 
d3n(c12n) 

 

d4n(c10n) 

 

 
 

d5n(c11n) 

c13n 

c14n 

c15n 

G2 

 
c0vit 

c1vit 

g1    c2vit 

c3vit 

c4vit 

c0n 

g3 c1n 

c2n 

c3n 

g4 c4n 

c5n 

c6n 

g5 c7n 

c8n 

c9n 

c10n 

c11n 

g6    c12n 

c13n 

c14n 

c15n 

 

 

 

 
 

g1 

d1vit 

d1(cv0) 

d1(cv1) 

d1(cv2) 

d1(cv3) 

d1(cv4) 

 

 

 

 
 

g3 g4 

v0 v1 v2 v3 

 

 

 

 

 

 

 
 

v0(c0n) 

v2(c1n) 

v1(c2n) 

v3(c3n) 

v3(c4n) 

v3(c5n) 

 

 

 

 
 

g5 

d1n d2n 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

d5(c6n) d6(c6n) 

d5(c7n) d6(c7n) 

d5(c8n) d6(c8n) 

d5(c9n) 

 

 

 
v4(c15n) 

v4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
v4(c15n) 

d3n(c13n) d4n(c13n) 

d3n(c14n) 

 

g6 

d3n d4n d5n 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

d4n(c10n) 

d5n(c11n) 

d3n(c12n) 

d3n(c13n) d4n(c13n) 

d3n(c14n) 
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v1(c2n) 

d3n(c12n) 

d3n(c13n) 

d3n(c14n) 

 

G3 

 

 
c0vit 

c1vit 

g1 c2vit 

c3vit 

c4vit 

c1n 

c2n 

g2   c3n 

c4n 

c5n 

c6n 

g3   c7n 

c8n 

c9n 

c0n 

c10n 

g4 c11n 

c12n 

c13n 

c14n 

c15n 

g1 

d1vit 

d1(cv0) 

d1(cv1) 

d1(cv2) 

d1(cv3) 

d1(cv4) 

g3 

v0 v1 v2 v3 

 

 

 

 

 

 

 
 

v2(c1n) 
 

 

 

 

 

 

 

 

 
 
v0(c0n) 

g4 

d1n d2n 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
d1n(c6n) d2n(c6n) 

d1n(c7n) d2n(c7n) 

d1n(c8n) d2n(c8n) 

d1n(c9n) 

g5 

v4 d3n d4n d5n 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

d4n(c10n) 

d5n(c11n) 
 

v4(c15n) 

a G = [g1, g2, g3, ….], partition of the group of MAs ( vk(cj)) of the input variables. aThe input variables for 

vitamin structure are d1vit=AlogP, d2vit=PSA. bThe input variables for nano-system are d1n = Nanoparticle Size 

(dimension 1), d2n = Nanoparticle Size (dimension 2), d3n = Zeta Potential, d4n = Polydispersity Index and d5n = 

Molecular Weight. Nano-system properties values: v0 = cutoff of nano-system biological activity value, v1 = 

Concentration of vitamin to synthesize the nano-system, v2 = Concentration of nanoparticle to synthesize the 

nano-system, v3 = Concentration of nano-system applied to the assay and v4 = assay time . Nano-system assay 

conditions: c0n = Biological activity, c1n = Drug included in the nano-system, c2n = Vitamin included in the nano- 

system, c3n= Nano-system shape, c4n = Nanoparticle core material, c5n = Nano-system type, c6n = Nanomaterial 

synthesis method, c7n = Nano-system synthesis method, c8n= Nano-system synthesis solvent, c9n= Nanomaterial 

v3(c3n) 

v3(c4n) 

v3(c5n) 
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synthesis solvent, c10n = Assay organism, c11n = Assay cell, c12n= Assay protein (only albumin included in the 

data set), c13n= Assay solution/solvent, c14n = Assay pH, c15n = Type of assay 

 

PTML simulation of selected DVRNs for cancer co-therapy 

To show the potential practical uses of the presented model, we performed a simulation of 

selected DVRNs for cancer co-therapy. In order to keep it simple, we focused on two relevant 

parameters for biological activity (Inhibition %) and pharmaceutical function (Cumulative 

Release %). In fact, these two parameters are included in the dataset with 90 assays for 

Inhibition % and 289 assays Cumulative Release %. Using the PTML-LDA equation we 

calculated the values of the f(vij)calc function using an excel sheet. After that, we transformed 

these values into a probability-like scale using the following equation: p(f(vij)=1)j = [f(vij)calc - 

*f(vij)max]/[
*f(vij)min - 

*f(vij)max]. In this equation, f(vij)calc is the value of the scoring function for 

the nano-systems formed by the new drug (vitamin derivative) and a nano-systems (including 

a classic anticancer drug) measured in conditions cj. The values *f(vij)max = f(vij)max + 10 and 

*f(vij)min = f(vij)min - 10. We present the values of p(f(vij)=1)j for all drugs selected (Cisplatin, 

Paclitaxel, and Doxorubicin) for this study, see Table 9. These anticancer drugs are simulated 

with more or less efficacy, taking into consideration the vitamins or vitamins analogs included 

in the same nanosystem, the nanosystem material, and the specific measured property. Given 

that the model is multioutput, it depends on the biological activity we need to predict, the value 

of the perturbation operators will change. For instance, in terms of cumulative release %, the 

most adequate nanosystems for Cisplatin are PLGA based nanosystems. Besides, the efficacy 

will increase if we include vitamin C, the combination of vitamins B12+C+D3 or in the third 

place TPGS. We also can consider PLA-TPGS/TPGS-TOOH (PTTT) nanosystems for better 

cumulative release capacity. However, to improve the efficacy, we should include vitamins D3 

or B12. For inhibition purposes, PLGA nanosystems, according to the model, will be more 

efficient to deliver cisplatin. As this table shows, the vitamins add a perturbation to the 

nanosystem taken as reference, to show us the different possibilities of the enriched 

nanosystems. 

 

 

Table 9. PTML simulation of selected drug-vit cancer co-therapy nano-systems 
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NP system a Drug b Prop.c B12 C D3 TPGS 
BIOTI 

N 
E 

B12+C+D 

3 

Chitosan CISP I(%) 
0.47 

8 

0.47 

8 

0.47 

8 
0.478 0.478 

0.47 

8 
0.478 

PLGA CISP I(%) 
0.62 

0 

0.62 

5 

0.62 

0 
0.624 0.622 

0.62 

2 
0.625 

D3+DGPP CISP I(%) 
0.49 

1 

0.47 

3 

0.48 

8 
0.475 0.476 

0.47 

6 
0.473 

PTTT CISP I(%) 
0.51 

3 

0.51 

3 

0.51 

3 
0.513 0.513 

0.51 

3 
0.513 

PLGA+TPGS CISP I(%) 
0.48 

2 

0.48 

2 

0.48 

2 
0.482 0.482 

0.48 

2 
0.482 

PLGA+PEG CISP I(%) 
0.48 

5 

0.48 

9 

0.48 

5 
0.488 0.488 

0.48 

8 
0.489 

CMMS CISP I(%) 
0.48 

8 

0.49 

3 

0.48 

9 
0.492 0.491 

0.49 

1 
0.493 

Chitosan CISP 
CR(% 

) 

0.48 

9 

0.47 

9 

0.47 

9 
0.479 0.479 

0.47 

9 
0.479 

PLGA CISP 
CR(% 

) 

0.88 

2 

0.88 

9 

0.88 

3 
0.888 0.886 

0.88 

6 
0.889 

D3+DGPP CISP 
CR(% 

) 

0.49 

3 

0.47 

1 

0.49 

0 
0.474 0.475 

0.47 

5 
0.471 

PTTT CISP 
CR(% 

) 

0.56 

5 

0.55 

9 

0.56 

5 
0.559 0.560 

0.56 

0 
0.559 

PLGA+TPGS CISP 
CR(% 

) 

0.48 

2 

0.47 

8 

0.48 

1 
0.479 0.479 

0.47 

9 
0.478 

PLGA+PEG CISP 
CR(% 

) 

0.48 

5 

0.48 

5 

0.48 

6 
0.487 0.487 

0.48 

7 
0.487 

CMMS CISP 
CR(% 

) 

0.48 

9 

0.49 

1 

0.48 

9 
0.490 0.490 

0.49 

0 
0.491 
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Chitosan PTX I(%) 
0.47 

9 

0.48 

2 

0.48 

0 
0.481 0.481 

0.48 

1 
0.482 

PLGA PTX I(%) 
0.61 

8 

0.62 

7 

0.61 

8 
0.625 0.622 

0.62 

2 
0.627 

D3+DGPP PTX I(%) 
0.49 

1 

0.47 

3 

0.48 

8 
0.475 0.476 

0.47 

6 
0.473 

PTTT PTX I(%) 
0.51 

3 

0.51 

3 

0.51 

3 
0.513 0.513 

0.51 

3 
0.513 

PLGA+TPGS PTX I(%) 
0.48 

2 

0.48 

2 

0.48 

2 
0.482 0.482 

0.48 

2 
0.482 

PLGA+PEG PTX I(%) 
0.48 

4 

0.48 

7 

0.48 

5 
0.486 0.486 

0.48 

6 
0.487 

CMMS PTX I(%) 
0.48 

8 

0.49 

1 

0.48 

8 
0.490 0.490 

0.49 

0 
0.491 

Chitosan PTX 
CR(% 

) 

0.48 

1 

0.48 

5 

0.48 

1 
0.484 0.484 

0.48 

4 
0.485 

PLGA PTX 
CR(% 

) 

0.88 

1 

0.89 

1 

0.88 

1 
0.889 0.886 

0.88 

6 
0.891 

D3+DGPP PTX 
CR(% 

) 

0.49 

3 

0.47 

2 

0.49 

0 
0.474 0.475 

0.47 

5 
0.471 

PTTT PTX 
CR(% 

) 

0.56 

2 

0.56 

5 

0.56 

2 
0.565 0.565 

0.56 

5 
0.565 

PLGA+TPGS PTX 
CR(% 

) 

0.48 

3 

0.48 

1 

0.48 

2 
0.482 0.482 

0.48 

2 
0.481 

PLGA+PEG PTX 
CR(% 

) 

0.48 

5 

0.48 

6 

0.48 

5 
0.486 0.486 

0.48 

6 
0.486 

CMMS PTX 
CR(% 

) 

0.48 

8 

0.49 

0 

0.48 

9 
0.490 0.490 

0.49 

0 
0.490 

Chitosan DOX I(%) 
0.48 

0 

0.48 

6 

0.48 

1 
0.485 0.484 

0.48 

4 
0.486 

PLGA DOX I(%) 
0.61 

4 

0.63 

1 

0.61 

5 
0.628 0.622 

0.62 

2 
0.631 
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D3+DGPP DOX I(%) 
0.49 

0 

0.47 

6 

0.48 

8 
0.477 0.478 

0.47 

8 
0.476 

PTTT DOX I(%) 
0.51 

3 

0.51 

3 

0.51 

3 
0.513 0.513 

0.51 

3 
0.513 

PLGA+TPGS DOX I(%) 
0.48 

2 

0.48 

2 

0.48 

2 
0.482 0.482 

0.48 

2 
0.482 

PLGA+PEG DOX I(%) 
0.48 

1 

0.47 

4 

0.47 

9 
0.475 0.476 

0.47 

6 
0.473 

CMMS DOX I(%) 
0.48 

4 

0.47 

7 

0.48 

3 
0.479 0.479 

0.47 

9 
0.477 

Chitosan DOX 
CR(% 

) 

0.48 

2 

0.49 

1 

0.48 

4 
0.489 0.488 

0.48 

8 
0.491 

PLGA DOX 
CR(% 

) 

0.87 

6 

0.89 

6 

0.87 

6 
0.892 0.886 

0.88 

6 
0.896 

D3+DGPP DOX 
CR(% 

) 

0.49 

2 

0.47 

4 

0.48 

9 
0.477 0.477 

0.47 

7 
0.474 

PTTT DOX 
CR(% 

) 

0.55 

8 

0.57 

2 

0.55 

9 
0.570 0.570 

0.57 

0 
0.572 

PLGA+TPGS DOX 
CR(% 

) 

0.48 

5 

0.49 

3 

0.48 

7 
0.491 0.490 

0.49 

0 
0.493 

PLGA+PEG DOX 
CR(% 

) 

0.48 

3 

0.48 

0 

0.48 

3 
0.481 0.481 

0.48 

1 
0.480 

CMMS DOX 
CR(% 

) 

0.48 

7 

0.48 

3 

0.48 

6 
0.484 0.484 

0.48 

4 
0.483 

 

aD3+DGPP = D3+1,2-Distearoyl-sn-glycero-3-phosphoethanolamine-N+L-a-phosphatidylcholine, CMMS = 

Carboxyl-modified mesoporous silica, PTTT: PLA-TPGS/TPGS-TOOH, bDOX = Doxorubicin, PTX = 

Paclitaxel, CISP = Cisplatin c Prop. = Property, I(%) = Inhibition (%), CR(%) = Cumulative Release (%). 

 
In this research work, we proposed to combine Perturbation Theory principles and Machine 

Learning to develop a PTML model for rational selection of the components of cancer co- 

therapy drug-vitamin release nanosystems (DVRNs). The technique we applied was Linear 



215 

 

 

Discriminant Analysis given the excellent results in other PTML studies published. However, 

given the complexity of the new database, there are different assay conditions and 

characteristics of the nanosystem. We first present a model with so many dimensions and 

statistically no significant. However, this model presented a high ratio of Sensitivity, 

Specificity and Accuracy. The challenge with the new collected dataset was to reduce the 

dimensions selectively, taking into consideration desirable combinations of assay conditions 

and variables of the nanosystem as well as the vitamins analogs. We created 3 different grills 

with different combinations of assay conditions and variables. These subsets constituted the 

new references to generate multiplicative PT operators and Geometric-Mean-based 

Perturbation Operators. By applying this type of operators, we carry out the data fusion of 

nanosystems and vitamins. In doing so, the best model found showed high values of 

Specificity, Sensitivity, and Accuracy in the range of 83-88%. This model included 

Geometric-Mean-based Perturbation Operators. These operators provoked a remarkable 

dimension reduction. Until the best of our knowledge, this is the first general purpose model 

for the rational design of DVRNs for cancer co-therapy. Among the most adequate 

nanosystems in terms of cumulative release and inhibition for Cisplatin, Paclitaxel and 

Doxorubicin, the higher probability is presented by nanosystems composed by PLGA and 

vitamin C or vitamin complex B12+C+D3. 

 
Supporting Information 

The dataset used, including molecular descriptors, and assay conditions, desirability, cutoff, 

biological activities etc., was included in tables Table S1, Table S2 (SI00.xlsx) and Table S3 

(SI001.xlsx). See details about these Moving Average operators on Table 2 and Table 3 (see 

Table S1 and Table S2 respectively in supporting information for full dataset consultation). In 

addition, Table S3 we also included all details about each case, observed classification, 

predicted classification, input variables, experimental conditions, vitamin derivative and nano- 

system characteristics. 
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The mind that opens up to a new idea 

never returns to its original size 

Albert Einstein 
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8) Modelling DVRNs (Metric 

operators and enrichment of 

information) 
 

In this chapter, we present a deeper exploration of the design of DVRNs. We are 

not using multiplicative PTO, but metric-based 

 
To do so, we develop a model able to predict a multi output and multi input 

model able to predict biological activities of the components of nanosystems 

conformed by DVRNs. We apply the PTML methodology by following the 

workflow included in Figure 9. 
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ENRICHMENT OF INFORMATION) 
 

 

 
 

 

Figure 9. Workflow to build a PTML model used in this work 
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ABSTRACT. Nano-systems are gaining momentum in pharmaceutical sciences due to the wide variety of possibilities for designing these 

systems to have specific functions. Specifically, studies of new cancer co-therapy drug-vitamin release nano-systems (DVRNs) including 

anticancer compounds and vitamins or vitamins derivatives have revealed encouraging results. However, the number of possible combinations of 

design and synthesis conditions is remarkably high. In addition, there are a high number of anticancer and vitamin derivatives already assayed but 

a notably less cases of DVRNs assayed as a whole (with the anticancer and the vitamin linked to them). Our approach combine Perturbation 

Theory and Machine Learning (PTML) to predict the probability of obtaining and interesting DVRN’ if we change the anticancer compound 

and/or the vitamin present in a DVRN already tested for other anticancer’ or vitamin’ do not tested yet as part of a DVRN. In a previous work, we 

built a linear PTML model useful for the design of these nano-systems. In so doing, we used Information Fusion (IF) techniques to carry out a 

data enrichment of DVRNs data compiled from literature with data for preclinical assays of vitamins from ChEMBL database. The design features 

of DVRNs and the assay conditions nanoparticles and vitamins were included as multiplicative PT Opertators (PTOs) to the system, which gives 

us a measure of the importance of these variables. However, the previous work omitted experiments with non-linear ML techniques and different 

types of PTOs such as metric-based PTOs. More importantly, the previous work do not considered the structure of the anticancer drug to be 

included in the new DVRNs. In this work, we are going to accomplish three main objectives (tasks). In the first task, we found a new model, 

alternative to the published before, for the rational design of DVRNs using metric-based PTOs. The most accurate PTML model was an Artificial 

Neural Network (ANN) which showed values of specificity, sensitivity, and accuracy in the range of 90-95% in training and external validation 
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series for more than 130000 cases (DVRNs vs. ChEMBL assays). Furthermore, in a second task, we used IF techniques to carry out a data 

enrichment of our previous dataset. In so doing, we constructed a new working data set of >970000 cases with data of preclinical assays of DVRNs, 

vitamins, and anticancer compounds from ChEMBL database. All these assays have multiple continue variables or descriptors dk and categorical 

variables cj (conditions of assay) for drug (dack, cacj), vitamin (dvk, cvj), and nanoparticle (dnk, cnj). It includes, > 20000 potential anticancer with > 

270 protein targets (cac1), > 580 assay cells organisms (cac2), etc. Furthermore, we include > 36000 vitamin derivatives assays in > 6200 types of 

cell (c2vit), > 120 organisms of assay (c3vit), > 60 assay strains (c4vit) etc. The enriched dataset also contains > 20 types of DVRNs (c5n) with 9 

nanoparticle core materials (c4n), 8 synthesis methods (c7n), etc. We expressed all this information with PTOs and trained a PTML model that is a 

qualitatively new because it also incorporates information of the anticancer drugs. The new model presents 96-97% of accuracy for training and 

external validation subsets. Last, in a third task, we carry out a comparative study of ML and/or PTML models published and how the models we 

are presenting cover a gap of knowledge in terms of drug delivery. In conclusion, we present here by the first time a multipurpose PTML model 

able to select nanoparticles, anticancer compounds, and vitamins and their conditions of assay for DVRNs design. 

 
 

Keywords: ChEMBL; Nanoparticle; Anticancer compounds; Perturbation Theory Machine Learning; PTML; Machine Learning; Big data; Multi- 

target models. 

 

■ INTRODUCTION 
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Machine learning (ML) techniques have gained an important role in inferring new knowledge in pharmaceutical sciences. For instance, Russo et 

al.1 applied classic algorithms such as random forests, decision trees, and support vector machines to predict compounds for endocrine 

disrupting capabilities. Lane et al.2 evaluated different ML methods to efficiently develop new active molecules for those affected by 

Mycobacterium tuberculosis. Korotcov et al.3 presented an application of different ML methods including deep learning to pharmaceutical datasets 

in order to compare their predictive capability. Specifically in nanotechnology, ML has also been used to create efficient predictive models or 

extract knowledge from data. For instance, Toropova et al.4 used a Monte Carlo technique to build a model with high accuracy that is able to 

predict dark cytotoxicity and photo-induced cytotoxicity of metal oxide nanoparticles to the bacteria Escherichia coli. Labouta et al.5 used data 

mining methods to infer knowledge of nanoparticle cytotoxicity from literature. Yan et al.6 proposed different ML techniques with possible 

universal nanodescriptors. Specifically, important steps have been taken in terms of cytotoxicity and genotoxicity by applying ML algorithms.7– 

10 

 
 

Given the possible impact of nanotechnology on pharmaceutical discoveries, we must highlight the increasing number of studies focused on 

designing cancer co-therapy drug-vitamin release nano-systems (DVRNs).11 This type of nano-system, which includes vitamins or vitamin 

derivatives, is designed for chemoprevention and to reduce cancer fatigue.12 However, the combinatorial space for the design is remarkably high 

if we take into consideration all the plausible combinations of anticancer compounds, vitamin derivatives, coating agents, nanoparticles, and 

conditions of assay to be tested. For instance, researchers can vary the vitamins or combination of vitamins, coating agents, polymers, type 
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(micelles, conjugates, etc.), size, or the drug to be delivered, which are crucial factors in determining the performance of the DVRN. In this context, 

screening all combinations by using in vivo or in vitro studies is expensive and time-consuming. Existing ML methods have proven adequate to 

predict biological activities for specific classes of materials.12 However, most of the ML models reported up to date in this field does not apply to 

the design of new DVRNs. 

In fact, there are a high number of anticancer and vitamin derivatives already assayed but a notably less cases of DVRNs assayed as a whole 

(with the anticancer and the vitamin linked to them). These large datasets of bio-assays of compounds are difficult to study given the complexity 

and heterogeneity of existing datasets13, such as the ChEMBL database.14,15 Many of these systems are difficult to study with classic ML 

algorithms. The main difficulty is due to the necessity to include multiple chemical structural descriptors (dk) and numerical input/output variables 

(vk) each one conditioned by other sub-sets of multiple input/output categorical variables (cj). These categorical variables cj are used to label 

multiple experimental conditions (organisms, systems, cells, methods, etc.) pre-determining both input/output variables. To address these 

challenges, our group combined perturbation theory (PT) with ML algorithms to create the PTML method.16–18 PTML method starts with a function 

of reference (value for a known system) and adds different PTOs (PTOs). These PTOs measure the variations in the dk and vk sets of variables 

according to the corresponding experimental conditions cj.
19 The PTML method has been successfully applied to the solution of this type of 

input/output multi-label problems in order to develop predictive models for biological activity16,18,20–24 and the biological performance of 

nanoparticles.9,25 
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In fact, very recently we developed a PTML multi-output model potentially useful for the design of new DVRNs.19 However, this work left 

significant room for improvement in terms of application of suitable algorithms and techniques for better performance. The previous work omitted 

computational experiments with non-linear ML techniques and different types of PTOs such as metric-based PTOs. More importantly, the previous 

work do not considered the structure of the anticancer drug to be included in the DVRNs. In this work, we are going to accomplish three main 

objectives (tasks). In the first objective (Task 1), we focus on training new models for rational selection of the compounds of (DVRNs) using 

metric-based PTOs never used before in PTML modeling. Furthermore, in a second objective (Task 2), we are going to use Information Fusion 

(IF) techniques to carry out a data enrichment of our previous data with data of preclinical assays of anticancer drugs from ChEMBL database. 

After that, we trained a qualitatively new PTML model that also incorporates information of the anticancer drug and the vitamins inside the 

DVRNs. The purpose of this new PTML model is to predict the probability of obtaining and interesting DVRN’ if we change the anticancer 

compound and/or the vitamin present in a DVRN already tested for other anticancer’ or vitamin’ do not tested yet as part of a DVRN. This gives 

us the possibility to go further in terms of design of DVRNs. Last, in the Task 3, we carry out a comparative study for ML and /or PTML models 

published and how the models we are presenting cover a gap of knowledge in terms of prediction of performance of components of drug delivery. 

In Figure 1, we show the general scheme applied to build the PTML model. 
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Figure 1. Scheme followed to create the PTML model. 
 

 

■ MATERIALS AND METHODS 

 

DVRNs and vitamins dataset (Task 1) 

For the construction of alternative models without anticancer compounds (Task 1) we use a dataset that we created in previous work.19 To create 

this dataset, we collected 1348 data points of biological performance of DVRNs by applying different cutoffs to the reported values. The data set 

contains four different types of DVRNs: 1) emulsions, 2) polymer conjugates, 3) polymer micelles, and 4) polymer particles. The data includes 

molecular descriptors of the nano-system: d1n= nanoparticle size (dimension 1), d2n = nanoparticle size (dimension 2), d3n = zeta potential, d4n = 

polydispersity index and d5n = molecular weight. The subscript n denotes that these variables refer to nano-systems. Additional synthetic and assay 

variables include: v0 = cutoff of nano-system biological activity value, v1 = concentration of vitamin used to synthesize the nano-system, v2 = 

concentration of nanoparticle used to synthesize the nano-system, v3 = concentration of nano-system applied to the assay, and v4 = assay time. The 

data set also includes 16 different variables related to the assay conditions (see detailed information in Table S1, supporting information file 

SI00.doc). Of these conditions, the primary variables related to the DVRNs are c0n = biological activity, c1n = drug included in the nano-system, 

c2n = vitamin included in the nano-system, c3n = nano-system shape, c4n = nanoparticle core material, c5n = nano-system type. Other conditions 

related to the synthesis of the DVRNs are c6n = nanomaterial synthesis method, c7n = nano-system synthesis method, c8n = nano-system synthesis 
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solvent, c9n= nanomaterial synthesis solvent. Last, conditions related to the assay of the DVRNs are c10n = assay organism, c11n = assay cell, c12n = 

assay protein (only albumin is included in the data set), c13n = assay solution/solvent, c14n = assay pH, c15n = type of assay. 

PTML models with metric operators without anticancer drugs (Task 1). 

 

In a previous work we proposed a model for the prediction of DVRNs taking into consideration the structure of the vitamin, the nanoparticle, 

and the conditions of assay. In this previous work we used only multiplicative PTOs based on Geometric means (PTG) and Products of variables 

(PTP). However, in this previous work we do not tested very interesting types of additive PTOs and ML algorithms. In the present work, with 

the same dataset collected from literature used in the previous work,19 we explore how the use of metric-based PTOs in contrast to the 

multiplicative PTOs. In this study, we also explore linear and non-linear PTML models built with multiple ML techniques to more accurately 

predict desirable compounds and infer knowledge of DVRNs for cancer co-therapy. To find the best model we applied a variety of classification 

algorithms: a decision tree, a random forest, quadratic discriminant analysis, naïve Bayes, Ada boost, k neighbors, a Gaussian process, a support 

vector machine, linear discriminant analysis, and a neural network. These algorithms have been previously used in Chemo-informatics, due to 

their capacity to classify biological activity.26 The linear form of these PTML models can be seen at follows: 

𝑔𝑚𝑎𝑥 

𝑓(vvitij, vnpij)𝑐𝑎𝑙𝑐 
= a0  + a1 · 𝑓(vijvit, vijn)

𝑟𝑒𝑓  
+  ∑  b𝑘𝑗  · 𝑃𝑇𝑂(dvitk, 𝐜vitj) 

𝑔 
𝑔=1 

𝑔𝑚𝑎𝑥 𝑔𝑚𝑎𝑥 

+  ∑  b𝑘𝑗 · 𝑃𝑇𝑂(dnk, 𝐜nj) + ∑  𝑐𝑘𝑗 · 𝑃𝑇𝑂(𝑣k, 𝐜nj) 
𝑔 𝑔 

𝑔=1 𝑔=1 

 
 

(1) 
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The PTOs can be obtained either from molecular descriptors dks of different types (k) for different systems (s) or from different non-structural 

variables vk. Examples of dsk are d1vit = LogPvit the logarithm of the partition coefficient of the vitamin or d1n = nanoparticle size. Examples of vk 

are v1 = concentration of vitamin used to synthesize the DVRN or v4 = assay time. The general notation for these operators is PTO(dsk, cj)g = 

PTO(dsk(cj))g or PTO(vk, cj)g = PTO(vk(cj))g. This indicates that the final value of the operator is obtained in the following sequence: dsk => 

dsk(cj) => PTO(dsk(cj))g or vk => vsk(cj) => PTO(vk(cj))g. That is, we transformed the original variables dsk or vk into Moving Average (MA) 

variables dsk(cj) or vk(cj) (mean-centered variables), see next section. After that, we combine them to calculate the values of the PTOs with the 

form PTO(dsk(cj))g or PTO(vk(cj))g. We employed here the PTOs of Arithmetic mean (PTA), Euclidean distance (PTE), and Manhattan distance 

(PTM) of each group of variables g is able to predict the observed function. The first PTO depends on dvitk, cvitj which are the drug descriptors and 

the combination of drug assay conditions. Both the second and the third PTOs depend on the conditions of the nano-systems assays cnj. However, 

one depends on the descriptors dnk and the other one depends on the nano-systems variables vk. On the other hand, as we see in Eq. 1, each model 

creates a set of predictions f(vijvit, vijn)calc. This scoring function gives numbers that must be processed to infer knowledge. The algorithm calculates 

the values of posterior probabilities p(f(vijvit, vijn)obs = 1)pred by applying the Mahalanobis’s distance metric.27
 

DVRNs, Anticancer Compounds, and Vitamins dataset (Task 2) 

In order to train the second type of model including not only DVRNs and vitamins assays but also anticancer compounds assays we created a new 

dataset. 
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Our approach to this problem is the following: We could infer probability of obtaining and interesting DVRN’ if we start from a DVRN already 

tested with one anticancer compound and/or the vitamin linked to it and try to infer the effect of causing a perturbation in the system by changing 

the anticancer or vitamin for a new one already. The approach tries to get advantage of the enrichment of a less common and difficult to obtain 

datasets of DVRNs with very large datasets of assays of anticancer compounds and vitamin derivatives. This approach is based on the idea of 

additive perturbations (the compound changed should not introduce a non-linear perturbation on the system). The method should probably fail in 

the case of synergistic interactions. In any case, there are a very large number of compounds with very close analogues (series of analogues) with 

similar activity. In all these cases the method is expected to work more accurately and then it could be worthwhile to develop such a model. We 

constructed this new dataset by data enrichment of the previous dataset created in ours earlier work.19 After IF of the older dataset with the new 

dataset of anticancer compounds (extracted from ChEMBL database) the new data set contains >970000 data points. Each line entry (data point) 

includes information about the synthesis and preclinical assay of one DVRNs, preclinical assay of one vitamin, and preclinical assay of one 

anticancer compound (added now from ChEMBL dataset). However, with the information used, we are not able to predict which anticancer drug 

and vitamin inside the DVRN will have desirable biological activity. This is given because the structural information of these compounds are not 

included in the previous models. Thus, we also present in this work, the first multipurpose model able to predict biological activity of DVRNs 

taking into consideration the information of the anticancer drug and vitamins inside DVRNs apart from the information we already had about the 

drug and the integral DVRNs. The assay conditions for the anticancer are: c0ac = Biological activity, c1ac = Target protein, c2ac = Assay cell, c3ac = 

Assay organism and c4ac = Assay type. The descriptors for the anticancer compounds are d1ac = LogP and d2ac = PSA. 
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PTOs used to develop the model (Task 2) 

 

As we mentioned in Task 1, there are a large number of PTOs, resulting in a high dimensionality. Therefore, in our previous paper 19 we 

partitioned the variables into different groups G and calculated PTOs for each partition. After that, the operators in each group PTG(vk,cj)g were 

used as inputs to different models. In this paper, for the example of model without anticancer drugs, we used only the best partition of variables 

found in our previous paper. In this case, the parameter g denotes one sub-set of variables of the partition G. This subset of variables includes a 

sub-group of variables transformed by the PTO. Often, in PTML analysis the variables transformed by the PTO are MAs with notation Δdks(cjs). 

These variables have the formula Δdks(cjs) = dksi - < dk(cjs)>. These are mean-centered variables measuring the deviation of the structural feature or 

descriptor dsk of type k of the system s with respect to the average value (expected) for all systems measured under experimental condition cjs. In 

fact, the MAs are considered one of the first PTOs used and have notation PTMA in this work. In Table 1 we summarize the PTMAs used in this 

work. It includes the PTMAs used in the previous work and the new ones included now (PTMAs for the anticancer drug). Using the previous drug 

data and the previous formula, we calculated PTMAs for descriptors of anticancer compounds Δdk(cac) = dki - <dk(cjac)>. The input descriptors or 

structural features dsk used here to describe the vitamin and anticancer compound are: d1ac1n(c5n) = LogP of the first anticancer compound, 

d1ac2n(c5n) = LogP of the second anticancer compound, d1v1n(c5n) = LogP of the first vitamin derivative compound, d1v2n(c5n) = LogP of the 

second vitamin derivative compound and d1v13n (c5n) = LogP of the third vitamin derivative compound, see Table 1. They are added, as we can 
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observe for c5n which refers to DVRNs system type, according to our earlier work. Please note that PTMAs are the first level PTOs calculated, 

after that we need to combine PTMAs into more complex PTOs, see previous and next sections. 

Table 1. Relevant information for each operator: Conditions, symbols formula and description. 
 

Condition Name cj Symbol Operator Formula Description 

 

 

 

 

Anticancer 

 

Actiacy type 
 

c0ac 

Δd1ac(c0ac) d1aci - <d1(c0ac)>  

 

 
Deviation (Δ) of 

d1ac = AlogPi and d2ac = PSAi of the ith 

acamin derivative from their reference 

values <AlogP(cjac)> and <PSA(cjac)> 

respectively for a given subset of 

multiple assay conditions cjac 

Δd2ac(c0ac) d2aci - <d2(c0ac)> 

 

Protein 
 

c1ac 

Δd1ac(c1ac) d1aci - <d1(c1ac)> 

Δd2ac(c1ac) d2aci - <d2(c1ac)> 

 

Cell Name 
 

c2ac 

Δd1ac (c2ac) d1aci - <d1(c2ac)> 

Δd2ac (c2ac) d2aci - <d2(c2ac)> 

 

Assay Organism 
 

c3ac 

Δd1ac (c3ac) d1aci - <d1(c3ac)> 

Δd2ac (c3ac) d2aci - <d2(c3ac)> 

 

Assay Strain 
 

c4ac 

Δd1ac (c4ac) d1aci - <d1(c4ac)> 

Δd2ac (c4ac) d2aci - <d2(c4ac)> 

 

 

 

 
Vit. 

Derivative 

 

Activity type 

 

c0vit 

Δd1vit(c0vit) d1viti - <d1(c0vit)>  
Deviation (Δ) of 

d1vit = AlogPi and d2vit = PSAi of the ith 

vitamin derivative from their reference 

values <AlogP(cjvit)> and <PSA(cjvit)> 

respectively for a given subset of 

multiple assay conditions cjvit 

Δd2vit(c0vit) d2viti - <d2(c0vit)> 

 

Protein 
 

c1vit 

Δd1vit(c1vit) d1viti - <d1(c1vit)> 

Δd2vit(c2vit) d2viti - <d2(c1vit)> 

 

Cell name 
 

c2vit 

Δd1vit (c2vit) d1viti - <d1(c2vit)> 

Δd2vit (c2vit) d2viti - < d2(c2vit)> 

Assay organism c3vit Δd1vit (c3vit) d1viti - < d1(c3vit)> 
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   Δd2vit (c3vit) d2viti - < d2(c3vit)>  

 

Assay strain 
 

c4vit 

Δd1vit (c4vit) d1viti - < d1(c4vit)> 

Δd2vit (c4vit) d2viti - < d2(c4vit)> 

 

 

 

 

 

 

 

 

 

 

 

 

 
DVRNs 

Activity type c0n Δv1n(c0n), Δv2n(c0n)… vin(c0n) vini - <vin(c0n)>  

 

 

 

 

Measures the deviation of the reference 

din value (average) of all ni with the 

same c0n, c1n, c2n, c3n, c4n, c5n and c15n 

Furthermore, Δvin refers to values of all 

considered nano-system variables v0-v9. 

It also includes d1ac1n, d1ac2n, d1v1n, d1v2n 

and d1v3n value (average) of all vitamin 

and anticancer with the same c5n. 

Drug/Drug comb np c1n Δv1n(c1n), Δv2n(c1n)… Δvin(c1n) vini - <vin(c1n)> 

DVRNs vitamin c2n Δv1n(c2n), Δv2n(c2n)…Δvin(c2n) vini - <vin(c2n)> 

DVRNs shape c3n Δv1n(c3n), Δv2n(c3n)…Δvin(c3n) vini - <vin(c3n)> 

Core raw material c4n Δv1n(c4n), Δv2n(c4n)…Δvin(c4n) vin i - <vin(c4n)> 

 

 

 

 

 
DVRNs system 

type 

 

 

 

 

 
 

c5n 

Δv1n(c5n), Δv2n(c5n)…Δvin(c5n) vini - <vin(c5n)> 

Δd1n(c5n), Δd2n(c5n)…Δdin(c5n) dini - <din(c5n)> 

d1ac1n(c5n) d1ac1n - <d1ac1n(c5n)> 

d1ac2n(c5n) d1ac2n - <d1ac1n(c5n)> 

d1v1n(c5n) d1v1n - <d1v1n(c5n)> 

d1v2n(c5n) d1v2n - <d1v2n(c5n)> 

d1v3n(c5n) d1v3n - <d1v3n(c5n)> 

Type of assay c15n Δv1n(c15n), Δv2n(c15n)…Δvin(c15n) vini - <vin(c15n)> 

Method 

nanomaterial synth 
c6n Δd1n(c6n), Δd2n(c6n)…Δdin(c6n) dini - <din(c6n)> 

Measures the deviation of the reference 

Din value (average) of all npi with the 

same c6n, c7n, c8n and c9n , c10n, c11n, c12n, 

c13n, c14n. Furthermore, Δdin refers to 

Method drug-nano- 

system 
c7n Δd1n(c7n), Δd2n(c7n)…Δdin(c7n) dini - <din(c7n)> 
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 DVRNs synthesis 

solvent 
c8n Δd1n(c8n), Δd2n(c8n)…Δdin(c8n) dini - <din(c8n)> 

values of all considered nano-system 

variables d1-d5. 

Nanoparticle 

synthesis solvent 
c9n Δd1n(c9n), Δd2n(c9n)…Δdin(c9n) dini - <din(c9n)> 

DVRNs assay 

organism 
c10n Δd1n(c10n), Δd2n(c10n)…Δdin(c10n) dini - <din(c10n)> 

DVRNs assay cell c11n Δd1n(c11n), Δd2n(c11n)…Δdin(c11n) dini - <din(c11n)> 

Albumin c12n Δd1n(c12n), Δd2n(c12n)…Δdin(c12n) dini - <din(c12n)> 

DVRNs media 

assay 
c13n Δd1n(c13n), Δd2n(c13n)…Δdin(c13n) dini - <din(c13n)> 

DVRNs assay pH c14n Δd1n(c14n), Δd2n(c14n)…Δdin(c14n) dini - <din(c14n)> 

 

 

PTML Information Fusion process (Task 2) 

 

Once, we calculated new PTMAs for the DVRNs, vitamin derivatives, and anticancer compounds we can undergone the Information Fusion (IF) 

process. The PTOs contain information on the descriptors {d1vit, d2vit, d1n, d2n, d3n, d4n, d5n, d1ac, d2ac, d1ac1n, d1ac2n, d1v1n, d1v2n, d1v3n }, the non-structural 

variables {v0, v1, v2, v3, v4}, and assay conditions (cjvit, cjac and cjn). During the IF process we fused the three datasets into a larger one that contains 

in each row all the variables of one vitamin, one anticancer, and one DVRNs. As part of IF process, we calculated the reference f(vijvit,vijn, vijac)ref 

and new observed f(vijvit, vijn, vijac)obs functions used as input/dependent variables to train the new PTML models, see Figure 2. 
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Figure 2. Workflow for IF process 

 

PTML Objective, Reference, and Output Functions (Task 2) 

 

As we mentioned before the aim of our model is to predict the probability of obtaining and interesting DVRN’ if we change the anticancer 

compound and/or the vitamin present in a DVRN already tested for other also tested before. The objective function or observed function 

f(vijvit,vijn,vijac)obs, is the function to be predicted by the model. The function f(vijn,vijac,vijvit)obs = 1 when the DVRNs is potentially interesting; 

otherwise f(vijvit,vijn,vijac)obs = 0.     To construct this objective function we started by discretizing the experimental parameters of biological 

activity of the anticancer vijac compound to obtain the Boolean function f(vijac)obs. We followed the same method used to discretize the activity of 

the vitamin vijvit and the activity of DVRNs vijn in order to obtain f(vijn)obs and f(vijvit)obs. Consequently, this function is the result taking into 

considerations also the anticancer compound with respect to the objective function of our previous work.19 In essence, we compare the value of 

biological activity vijs of the property jth for the system si with the desirability d(c0j) and a cutoffj of this property . If [d(c0j) = 1 and vijs > cutoffj] 

or [d(c0j) = -1 and vijs < cutoffj] then f(vijvit) = 1, otherwise f(vijvit) = 0. The desirability function indicates if we want to maximize or minimize this 

property and the cutoff is the level of activity considered interesting .19 In Table 2, we summarize the functions mentioned before. Once we have 

the values of f(vijn), f(vijac), and f(vijvit) we calculated f(vijvit,vijn,vijac)obs = f(vijn)·f(vijac)·f(vijvit). Consequently, f(vijvit,vijn,vijac)obs = 1 if and only if 

f(vijn) = 1, f(vijac) = 1, and f(vijvit) = 1, otherwise f(vijvit,vijn,vijac)obs = 0. The f(vijvit,vijn, vijac)ref function is the expected probability of the activity of 

the DVRN, based on the activity of the nano-system, the anticancer compound and the added vitamin derivative, separately. Consequently, we 

defined p(f(vijvit, vijn, vijac)obs =1)ref = p(f(vijvit)obs =1)ref·p(f(vijn)obs = 1)ref·p(f(vijac)obs = 1)ref . In this formula, p(f(vijvit)obs = 1)ref, p(f(vijac)obs = 1)ref and 
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p(f(vijn)obs = 1)ref are the expected probability for the drug’s activity vijvit of type c0vit, anticancer compound’s activity vijac of type c0vit and the 

expected probability for the DVRN’s activity vijn of type c0n, respectively. Hence, this input function expresses the expected probability of activity 

of the DVRN with the new vitamin derivative and anticancer compound added. 

 
 

Table 2. Input/output functions of the IF process 
 

Condition Name cj Symbol Operator Formula Description 

Objective function 

(See next sections) 
c0ac, c0vit, c0n f(vijac, vijvit, vijn)obs f(vijac)obs·f(vijvit)obs ·f(vijn)obs 

Combination of the three observed functions, a DVRN should be 

assayed only if f(vijac, vijvit, vijn)obs = 1 

Reference Function 

(See next sections) 
c0ac, c0vit, c0n f(vijac, vijvit, vijn)ref f(vijac)ref·f(vijvit)ref ·f(vijn)ref 

Expected probability of success for all DVRNs with composed 

expected probs. p(f(vijac)=1)ref· p(f(vijvit)=1)ref p(f(vijn)=1)ref 

Output function cjac, cjvit, cjn f(vijac, vijvit, vijn)calc PTML model Real-value scoring function obtained as output of the model. 

Posterior probability 

(See next sections) 
cjac, cjvit, cjn p(f(vijac, vijvit, vijn)calc=1) 1/(1+(0/1)Exp(-f(vijac, vijvit, vijn)calc Posterior classification probability for one DVRNs 

Predicted function 

(See next sections) 
cjac, cjvit, cjn f(vijac, vijvit, vijn)pred = 1 only if p(f(vijac, vijvit, vijn)calc=1) 0.5 Predicted value of the objective function 

Anticancer 

reference function 
c0ac f(vijac)ref n(f(vijac)obs=1)/nj 

Expected probability p(f(vijac)=1)ref for the activity vijac of type c0ac 

of one anticancer 

Vitamin 

reference function 
c0vit f(vijvit)ref n(f(vijvit)obs=1)/nj 

Expected probability p(f(vijvit)=1)ref for the activity vijvit of type c0vit 

of one vitamin 
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Nanoparticle 

reference function 
c0vit f(vijn)ref n(f(vijvit)obs=1)/nj 

Expected probability p(f(vijn)=1)ref for the activity vijn of type c0n of 

one nanoparticle 

 

 

PTML model with anticancer drug information (Task 2). 

 

After carrying out the IF process to creating the new working dataset we were ready to propose a new PTML model. In this work, we proposed 

different models built with PTML techniques in order to take into consideration not only variables of the structure of the vitamin but also the 

structure of the anticancer drug. The linear form of these PTML models is the following: 

𝑓(vvitij, vacj, vnpij)𝑐𝑎𝑙𝑐 
𝑔𝑚𝑎𝑥 

= a0  + a1  · 𝑓(vvitij, vacij, vnpij)𝑟𝑒𝑓 
+  ∑  b𝑘𝑗  · 𝑃𝑇𝑂(dacki, 𝐜acj) 

𝑔 
𝑔=1 

𝑔𝑚𝑎𝑥 𝑔𝑚𝑎𝑥 

+  ∑  b𝑘𝑗 · 𝑃𝑇𝑂(dvitki, 𝐜vitj)  +  ∑  b𝑘𝑗 · 𝑃𝑇𝑂(dnki, vnki, 𝐜nj) 
𝑔 𝑔 

𝑔=1 𝑔=1 

 

 
(2) 

 
 

The output of the model here f(vijvit, vijn, vijac)calc is an scoring function used score specific DVRNs, see previous Table 2. The algorithm transforms 

the values of this function to posterior probabilities p(f(vijvit, vijn, vijac)obs = 1)pred by applying the sigmoidal function. These values of probabilities 

indicates the probabilities with which a combination of one anticancer drug, vitamin, nanoparticle, and assay conditions should be selected to test 

a new DVRN.27 On the other hand, the general notation for the PTOs is analogue to the notation describe for the previous model PTO(dsk, cj)g = 
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PTO(dsk(cj))g or PTO(vk, cj)g = PTO(vk(cj))g. This indicates that the final value of the PTO is obtained in the following sequence: dsk => dsk(cj) 
 

=> PTO(dsk(cj))g or vk => vsk(cj) => PTO(vk(cj))g. The difference in this work is that we include for the first time PTOs depending on dack and 

cacj which are the drug descriptors and the combination of drug assay conditions reported in ChEMBL database for the anticancer compound. In 

addition, as in the previous model, the second PTO depends on dvitk and cvitj which are the drug descriptors and the combination of drug assay 

conditions reported in ChEMBL for the vitamin derivatives (vit). The remnant PTOs depend on the descriptors of the nanoparticle (dnk) and the 

conditions of the nano-systems assays cnj. The advantages, disadvantages, and the specific formula used to calculate different PTOs in this and 

previous papers will be discussed in Task 3, next section, as part of the comparative study. 

■ RESULTS AND DISCUSSION 

 

PTML models with metric operators without anticancer drugs (Task 1). 

 

We applied the 10 classifiers listed in the Materials and Methods section using the Python package scikit-learn.28 These models were first tested 

with 5000 data points as a preliminary step to find the most accurate methods. The most accurate models from this initial test—a neural network, 

Adaboost and a random forest—were then trained on the full data set (see Table 3). We found that nonlinear models have a higher prediction 

capacity compared to our results in our previous study where we applied LDA and obtained 87.09 % and 87.20 % for train and test accuracy 

respectively.19 In all cases, we divided the data into two subsets (train and test, 80 %-20 % respectively) and optimized the hyperparameters of 
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each classifier by performing k-fold cross validation on the training set. The resulting model was then fit on the entire training set and tested on 

both the training and test subsets. 

 
Table 3. Most accurate PTML model results 

 

aML Algorithm Train Accuracy Test Accuracy 

RF 94.33 94.32 

AB 94.00 94.22 

ANN 94.46 94.49 

aML algorithm used: RF= Random Forest, AB = Ada Boost, ANN = Artificial Neural Network. 

 

 

After this process, the most accurate model we found was a neural network classifier (PTML-ANN) with Ac(%) = 94.45 for training subset, and 

Ac(%) = 94.48 for test subset (see “First Model” in Table 4). This ANN includes one hidden layer with 60 neurons, a hyperbolic tangent activation 

function, and a penalty (regularization term) parameter of 0.02. 

 
Table 4. Results of the models and input variables analyzed 

 

Model 
Observed 

Sets 

aStat. 

Param. 

bPred. 

stat. 

 

f(vijvit, vijn)pred = 0 f(vijvit, vijn)pred = 1 

Training 

First Model f(vijvit, vijn)obs = 0 Sp 98.23 98188 1760 
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 f(vijvit, vijn)obs = 1 Sn 47.01 4224 3748 

Total Ac 94.45   

c
First Model + 

Δd2vit 

f(vijvit, vijn)obs = 0 Sp 97.45 97405 2543 

f(vijvit, vijn)obs = 1 Sn 48.25 4125 3847 

Total Ac 93.82   

 
d
OS Model 

f(vijvit, vijn)obs = 0 Sp 89.23 89181 10767 

f(vijvit, vijn)obs = 1 Sn 94.61 4290 75430 

Total Ac 91.62   

e
OS Model - 

Δd2vit - PTA(g2) 

f(vijvit, vijn)obs = 0 Sp 90.42 90374 9574 

f(vijvit, vijn)obs = 1 Sn 94.49 4390 75330 

Total Ac 92.27   

Test 

 
First Model 

f(vijvit, vijn)obs = 0 Sp 98.22 24556 444 

f(vijvit, vijn)obs = 1 Sn 47.32 1043 937 

Total Ac 94.48   

First Model + 

Δd2vit 

f(vijvit, vijn)obs = 0 Sp 97.53 24383 617 

f(vijvit, vijn)obs = 1 Sn 49.75 995 985 

Total Ac 94.03   

 
OS Model 

f(vijvit, vijn)obs = 0 Sp 89.09 22274 2726 

f(vijvit, vijn)obs = 1 Sn 92.63 146 1834 

Total Ac 89.35   

 f(vijvit, vijn)obs = 0 Sp 90.75 22687 2313 



245 

 

 

 
OS Model - Δd2vit 

- PTA (g2) 

f(vijvit, vijn)obs = 1 Sn 93.23 134 1846 

Total Ac 90.93 
  

aStat. Param. = Statistical parameter, bPred. Stat. = Predicted statistics, cFirst Model + Δd2vit = First model including as new variable Δd2vit(c0vit, c1vit, c2vit, c3vit, c4vit), 
dOS 

Model= Model with oversampled training subset, eOS Model - Δd2vit - PTA (g2) = Model with oversampled training subset without the variables Δd2vit(c0vit, c1vit, c2vit, c3vit, 

c4vit) and PTA (g2). 

 

 
Using the PTML-ANN allows us to estimate the uncertainty of the model for each prediction. To do so, we created six different PTML-ANN 

models with the same hyperparameters and dataset, but different initial random states. Each model can potentially have a different prediction for 

different bioassay results, and the number of the models that agree for a particular case is a measure of uncertainty. We created one model as our 

primary, reference model and checked whether the other five models agreed with it. The number of cases for which all five models agree is quite 

high, 25414 cases; the other cases are in Table 5. We calculated the percentage of cases that are correctly predicted as a function of the amount of 

agreement between the five models. As we observe in Table 5, the model is especially robust when the five models coincide, where it has 96.93 

% accuracy. 

 

Table 5. Agreement across PTML-ANN models with different random states 
 

Number of models 

that agree 

Number of 

data points 

Ac(%) 

0 
125 32.00 
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1 

 
176 

 
36.93 

 
2 

285 50.17 

 
3 

438 59.81 

4 542 64.02 

5 25414 96.93 

 

 

While this model is accurate, the true positive rate is not high, as seen in the confusion matrix in Table 4. The area of the corresponding receiver 

operating characteristic (ROC) curve is 0.73, which provides us an evaluation of the classifier output quality and thus, the margin to be improved 

(see First Model in Figure 3). The specificity is clearly higher than the sensitivity, allowing prediction of the undesirable cases with high accuracy. 

However, when designing biocompatible nanomaterials, a model with higher sensitivity would be more useful. 
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Figure 3. ROC curves for the original PTML-ANN (First Model), the model with an additional feature (First Model + Δd2vit), the oversampled 

model (OS Model) and the oversampled model with additional features (OS Model - Δd2vit - PTA (g2)). 

In order to improve the sensitivity of the model, we first searched for other variables to be added. We tested all possible variables that resulted 

from all G partitions and the metrics commented above, to predict the number of agrees. We also tried perturbation operators with multiple assay 

conditions: cjvit = (c0vit, c1vit, c2vit, …cnvit) of the bio-assay. In order to do this, we created a one-variable PTML-ANN model for every variable and 

tested the accuracy in each case. This gives insight into the predictive capability of each variable. The best accuracy was obtained with models 

containing Δd1vit(c0vit, c1vit, c2vit, c3vit, c4vit) and Δd2vit(c0vit, c1vit, c2vit, c3vit, c4vit), with 96.22 and 95.96 respectively. We trained new models by adding 
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these to the variables of the first model, both separately and together. The most accurate result was found by adding only Δd2vit(c0vit, c1vit, c2vit, c3vit, 

c4vit), see Table 4. 

Upon adding this variable, the general accuracy decreased somewhat but the sensitivity is slightly higher. The ROC curve in this case is only 

 

0.01 point higher (area = 0.74), see Figure 3 (First Model + Δd2vit). The percentage of cases where five different models agree is 97.27, which is 

also higher than the previous model. However, the sensitivity is still fairly low, which suggests that adding more variables is not an effective 

strategy for achieving high sensitivity. A likely cause for the low sensitivity is the high percentage of undesirable cases in the dataset. Therefore, 

we tested how oversampling the desirable cases affects the model’s sensitivity. Each desirable case was included 10 times in the oversampled 

dataset. This transforms the original training subset (99948 cases with f(vijvit, vijnpc)obs = 0 and 7972 with f(vijvit, vijnpc)obs = 1) into a new one (99948 

cases with f(vijvit, vijnpc)obs = 0 and 79720 with f(vijvit, vijnpc)obs = 1), see Table 4. In this case the sensitivity is remarkably higher: 94.61 and 96.63 

for training and test subsets respectively. The general accuracy is lower compared to the previous model. However, it is still much higher than 

models we find in the literature, and is able to predict the positive cases with high precision, see Figure 3 (OS Model). After applying the 

oversampling, we observed that removing PTA (g2) and Δd2vit (c0vit, c1vit, c2vit, c3vit, c4vit) increases the sensitivity. The accuracy is lower compared 

to the model without oversampling, even for just the cases where all five models agree (92.55 %). However, the ROC curve presents an area of 

0.92, as shown in Figure 3 (OS Model - Δd2vit - PTA (g2)). Given that PTA (G1) includes the information of c0vit, c1vit, c2vit, c3vit, c4vit, we can 

exclude PTA (G2), see Table 4. 
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We attempted to increase the accuracy by applying an ensemble of all the models with different random states mentioned above, and with Ada 

Boost and random forest models, with the best parameters found in the previous step (random forest with 7 as the maximum depth of the tree, Gini 

as the function to measure the quality of the split and 5 as the minimum number of samples required to split; Ada Boost with the SAMME.R 

algorithm). The accuracy with the hard voting method was 90.74 %, compared to 90.93 % of the previous model. Although the accuracy decreases, 

the sensitivity was slightly higher: 95.15 %, as compared to 93.23 % for the previous model. Overall, the improvement is small over the neural 

network reference model, despite much higher complexity. Hence, we prefer to use the neural network as the final model. 

Once we have an effective model, we can use it learn about uncertainty in the data and feature importance. In terms of prediction, as we have 

pointed out above, there are cases that are better predicted than others. By applying different random states, we can select the nano-systems where 

are model has lower uncertainty. For instance, if the property to be predicted is cumulative release for a determined drug, the five models with 

different random states all agree for 98.51% of cases for nano-systems with Docetaxel. However, if the same property is predicted for other drugs 

like Cisplatin, Sorafenib or Paclitaxel, the rate decreases to 96.78%, 94.46% and 94.72% respectively. If we want to use the model to predict the 

system type for the drug Docetaxel, predictions for conjugate systems will present a higher accuracy (97.54 %) than capsulate-like systems (95.43 

%). The model is especially accurate for conjugate systems that include Docetaxel. This gives insight into where data sets could be improved in 

order to improve prediction accuracy. 

On the other hand, the model has a high accuracy for all the nano-systems explored. This is explained by the distribution of the cases in the study 

space. The regions with many cases with low agreement among the models also contain a large number of positive cases, where f(vijvit,vijn)obs = 1. 
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For instance, for g1 and g5, we observe in Figure 4a the cases for which only one (purple) or two (red) models agree, depending on PTA (G1) 

and PTA (G5). As we can see in Figure 4b, positive cases, where f(vijvit,vijn)obs = 1, are concentrated in the same zones. For instance, for cases in 

which PTA (g5) is around zero, the uncertainty tends to be higher because that zone includes a high number of cases with f(vijvit, vijnpc)obs = 1. 

 

 
Figure 4. a) Data points where one, two or five models agree as a function of PTA (g1) and PTA (g5). b) f(vijvit, vijnpc)obs as a function of PTA 

(g1) and PTA (g5). 

Finally, we studied the importance of each variable using the final model (with the oversampled set and without PTA (g2) and Δd2vit (c0vit, c1vit, 

c2vit, c3vit, c4vit)). We performed recursive feature elimination, where the least important feature is recursively removed from the model. That is, we 

removed each variable from the model, selected the model with the highest sensitivity, and then repeated this process with the new model. This 
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analysis suggests that the most important feature is f(vijvit, vijnp)ref, given that the model with only this variable correctly predicts 93.99 % of the 

cases with f(vijvit, vijn)obs = 1 (see Figure 5). Then, adding the perturbation operators PTA (g4), PTA (g6), PTA (g5) back in increases the sensitivity 

of the model. These are the groups that provide information about the synthesis, assay conditions and nano-system type of the DVRNs. Once these 

variables are included, neither PTA (g1) or PTA (g2) give more information for prediction of desirable DVRNs. These groups give information 

about the biological activity, drug and vitamin incorporated in the DVRNs. By observing the feature importance, we understand why cumulative 

release is the best biological activity to predict, given that it strongly depends on how the DVRNs are designed. If we exclude PTA (g3) and PTA 

(g1), we would have an even better model in terms of sensitivity. However, given the purpose of this study, we consider that the information of 

PTA (g3) and PTA (g1) for rational discovery of DVRNs biological activities is relevant for predictions of biological properties of DVRNs with 

particular drugs or vitamins. 
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Figure 5. Accumulated sensitivity as we add the variables to the final model in increasing order of importance. 

 

PTML model with anticancer compounds (Task 2). In order to seek the new PTML model the variables have been grouped in a new partition 

of variables to simplify the information: 1) ChEMBL, given that this information has been provided by this database and 2) DVRNs, which is the 

information about the Synthesis (g3), Type (g4), Size (g5), Assay (g6), Anticancer and Vitamins (g7). After grouping the variables in this new 
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partition, see Table 6, we calculated the new PTOs incorporating information about the anticancer compound and its conditions of assay cacj, see 
 

Figure 6. 
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Figure 6. Scheme of compounds of DVRN for the development of PTML model. Original anticancer compounds (green) and vitamin 

derivatives (yellow) are substituted by new anticancer compound (blue) and vitamin derivative (pink) to improve biological activity and 

performance. 

 
 

With all the information provided by these different descriptors as well as assay conditions, we created new a partition in 6 groups (gi), taking as 

reference the partition with better results for the previous model (G2), see Figure 7. As result, we can see how the information of the anticancer is 

accumulated in g0 (d1ac(c0ac), d1ac(c1ac), d1ac(c2ac), d1ac(c3ac), d1ac(c4ac)). The information regarding the anticancer and vitamins inside DVRNs 

is included in g7 (d1ac1n(c5n), d1ac2n(c5n),   d1v1n(c5n), d1v2n(c5n), d1v3n(c5n)). The specific formula for calculation of all the PTOs is discussed 

in the next section, Task 3, as part of the comparative purpose. 
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Figure 7. Partitions of variables in different groups used to calculate the different operators 

 

 
The resulting model, after the standardization of input variables, is presented in Eq. 8 where we can observe that the reference function 

f(vijn,vijvit,vijac )ref presents an significative weight and the different PTO generate the perturbation. PTG(g6) and PTG(g4), present the greater 

weights in the equation (they incorporate the information of the drug we want to incorporate and the type of the DVRN, respectively). This 

model shows a high χ2 and p-value lower than 0.05, which means that it is statistically significative. 

𝑓(vijn, vijvit, vijac) = −13.7650 + 4.4506 · 𝑓(vijn, vijvit, vijac) 
𝑐𝑎𝑙𝑐 𝑟𝑒𝑓 

+0.0159 · PTG(g0) − 0.0202 · PTG(g1) 

+0.0190 · PTG(g3) + 0.2455 · PTG(g4) 

−0.0189 · PTG(g5) + 0.0797 · PTG(g6) 

+0.0117 · PTG(g7) 
 
 

n = 762637 𝜒2 = 93355.22 p < 0.05 

 

 

 

 

(8) 

 

 
The results for training and validations subsets are included in Table 6. For both subsets, the Sp and Sn are higher than 70%. The Sp is much 

higher than Sn in both cases. This result is given mainly that the number of desirable cases (n = 6676) is much lower than the number of no 

desirable cases (n = 964076). However, this model gives us the capacity to predict with general Ac of 96.5% for both subsets. We must take into 

consideration that although the sensitivity of this PTML-LDA model is lower than the previous PTML-ANN model showed in this work, it 
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includes more detailed information about anticancer drug and vitamin inside the DVRNs, which is a relevant step for designing nano-systems 

with desirable biological activity. 

Table 6. Results of the model and input variables analyzed 
 

Obs. Stat. Pred. Predicted sets 

Setsa Param.b Stat.c nj f(vijn, vijvit, , vijac)pred = 1 f(vijn, vijvit, , vijac)pred = 0 

Training 
 

f(vijn, vijvit, , vijac)obs = 1 Sp 70.8 5119 3942 1627 

f(vijn, vijvit, , vijac)obs = 0 Sn 96.7 757518 25205 732313 

Total Ac 96.5 762637   

Validation 
 

f(vijn, vijvit, , vijac)obs = 1 Sp 71.2 1557 1109 448 

f(vijn, vijvit, , vijac)obs = 0 Sn 96.7 206558 6845 199713 

Total Ac 96.5 208115   

a Obs. Sets = Observed sets, bStat. Param. = Statistical parameter, cPred. Stat. = Predicted statistics 

PTML models comparison (Task 3). In previous papers our group and other research groups have published some ML and/or PTML models for 

the prediction of NP systems. In this section we are going to compare all these models in terms techniques used, applications, sensitivity, specificity, 

etc. In Table 9, we depict published works that present PTML models for biological activities of NP systems. We must say that this is not a review 

of the state of the art, but information to show the heterogeneity of the published studies and how the model we present contributes to cover the 
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current knowledge gap. At this point, models with Metal Oxide Nanoparticles (MONPs) have attracted significantly the attention of researchers, 

given the transversal applications in medicine field.29,4,30,31,7,32,9,33 Among them we can observe that there are different algorithms such as Linear 

Regression (LR), LDA or RF. It also exists heterogeneity in terms of the output (such as EC50, LC50, Zeta Potential) and the target cell (such as E. 

Coli or HaCaT). Other models include multiple levels of target cell and output; they apply Perturbation Operators that constitute PTML models 

given that include information not only of the descriptors but also the assay conditions. Among these PTML models we must highlight that Santana 

et al.19 presented in a previous paper a model with Non Metal Oxide Nanoparticles (NMONPs). This previous model, comparing to the recent state 

of the art, constitutes an important step in terms of design of NP systems in general, and DVRNs in particular. However, as we mentioned before 

the model published before does not take into consideration the possibility of changing the structure of the anticancer drug released by the DVRNs. 

This is an important handicap because one of the more important aspects in the design of a DVRNs for anticancer therapy is precisely the possibility 

of testing different anticancer drugs. In the present work we reached two important goals with respect to the previous model published in Nanoscale. 

19 Firstly, see Task 1, we improved the previous PTML model significantly by applying all the ML techniques described above for better sensitivity 

and specificity, see Table 7. The resulting PTML model is generated through the application of ANN and oversampling technique, and it presents 

much better performance. Secondly, see Task 2, we highlighted that with the used information, we are not able to change the anticancer drug 

linked to the DVRN. This is given that the structural information of these compounds are not included in the previous models, Nanoscale paper 

and Task 1 of this paper. Please, note in Table 7 that this is the only model of the table with the items Der. Vit. = yes, Vit. Struct. = yes, and 
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Antic.Struct. = yes. Thus, in this work we developed the first multipurpose model, see Task 2, able to design new DVRNs taking into consideration 

the information of the anticancer drug and vitamins inside DVRNs apart from the information we already had about the drug and the DVRNs. 

Table 7. Comparison of ML/PTML models for nanoparticles biological activity 
 

Model NP Systems ML and/or PTML models * 

Param. (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x) 

Der. 

Vit. 
no no no no no no no no no yes yes yes yes 

Vit. 

Struct 
no no no no no no no no no no no no yes 

Antic. 

Struct. 
no no no no no no no no no no no no yes 

Meth.a RF MC LR DTB ANN 
MLR/G 

A 
LDA LDA LFER LDA LDA ANN LDA 

Syst.b MO MO MO MO MO MO MO MO nMO nMO MO nMO nMO 

Appl.c Med. Med. Med. Med. Med. Med. Med. Med. DD. DD. DD. DD. DD. 

Drug.d - - - - - - - - - Mult. Mult. Mult. Mult. 

Outpute 
EC50, 

LC50 
pLC50 LC50 EC50 EC50 ZP Mult. Mult. Mult. Mult. Mult. Mult. Mult. 

Cell 
HaCaT/ 

E.Coli 
E. Coli E. Coli E. coli E. coli HaCaT Mult. Mult. - Mult. Mult. Mult. Mult. 
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Acc. 

(Tra)f 

R2 

≥ 

0.93 
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≥ 

0.90 

R2 

≥ 

0.80 

Var. 

96.9 

% 

 
R2 

0.92 

 
R2 

0.82 

 
93.58 

% 

 
98 

% 

 

93% 

 
87.1 

% 

 
94.4 

% 

 
89.35 

% 

 
96.5 

% 

 
Ac. 

(Test)g 

 
R2 

0.92 

R 

0.73 

–0.98 

 

- 

Var. 

91.3 

% 

 
Q2

ext 

0.86 

 
Q2

ext 

0.87 

 
93.57 

% 

 
98 

% 

 

- 

 
87.2 

% 

 
94.5 

% 

 
93.23 

% 

 
96.5 

% 

 
Varsh 

 

LMB, 

FSD 

Quasi 

Smiles 

AE, 

MHC, 

LE, etc. 

OP, 

MolRef, 

PSA 

EPS, 

NMA, 

NOA, 

CMC 

 

MIBD, 

TBD 

5 

PTM 

A 

8 

PTM 

A 

 

5 

PTCO 

 

5 

PTP 

 

10 

PTMA 

 

5 

PTA 

 

7 

PTG 

 

Ncasesi 

 

35 

 

34 

 

17 

 

17 

17 

36 
72 

 

15 

 

>1.7K 

 

>36K 

 

25K 

 

>130K 

 

500K 

 

>130K 

 

>970K 

Ref. 29 4 30 31 7 32 9 33 34 19 Sub. 
This 

work 

This 

work 

* (i) Novoselska, et al.; (ii) Toropova et al.;  (iii) Pathakoti, et al.; (iv)  Singh et al.; (v)  Fjodorova et al.  ; (vi) Mikolajczyk et al.; (vii) Luan et al.; (viii) Kleandrova 

et al.; (ix) Messina et al., and (x)Santana et al. a Method = Meth., LS = Light Scattering, RF = Random Forest, MC = Monte Carlo, LR = Linear Regression, DTB = decision 

treeboost, MLR = Multiple Linear Regression, GA = Genetic Algorithm, LFER = Linear Free Energy Relationship, CPANN = Counter Propagation Artificial Neural 

Network. b Syst. = System, PEO/Fe₂O₃ = poly(ethylene oxide-b-phenyl oxazoline) and poly(isoprene-b-ethylene oxide) (PEO-b-PPhOx and PI-b-PEO), MONP ZnO = ZnO- 

DOX@ZIF-8 with encapsulated iron oxide nanoparticles (γ-Fe₂O₃), Cd-QD = Cadmium Quantum Dots, MONPs = Metal Oxide Nano-Particles, nMONPs = non MONPs, 

MSNPs = Functional mesoporous silica nanoparticles, PLGANPs = poly(lactic-co-glycolic acid) nanoparticles, TPGS = Vitamin E TPGS, HA = Hyaluronic acid, Hyal = 

Hyaluronidase, MONP TiO2 = upconverting nanoparticles with a mesoporous TiO2, 
c Appl. = Application, Med. = Medicine, DD. = Drug Delivery. d DOX = Doxorubicin, 

FA = Folic Acid, IND = Indomethacin, CUR = Curcumin,e ZP = Zeta Potential f Acc. (Tra) = Accuracy Training, DC = Dark Toxicity, PIT = Photo Induced Toxicity, Var = 

Variance, g Q2
ext = externally validated regression coefficient (validation set), hFSD = Fragmental simplex descriptors, LMBC = ligand-metal binding characteristics, AE = 

Absolute electronegativity, MHC=molar heat capacity, LE= LUMO energies, OP = oxygen percent, MolRef = Molar refractivity, PSA = Polar surface area, EPS = χ-metal 
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electronegativity by Pauling scale, NMA= number of metal atoms in oxide, NOA = number of oxygen atoms in oxide, CMC = charge of metal cation in oxide, MIBD : 

microscopic image-based Descriptors, TBD = theory-based (calculated) descriptors, PTO = Perturbation Theory Operator. i Ncases = Number of cases used to train and/or 

validate the model, K = 1000. 

 
In Table 8, we also give the formula used to calculate the PTOs used here to seek PTML models for VDRNs along with the formula for 

PTOs used in previous works for comparative purposes. Please, be aware that this last comparison only applies to models using PTML 

approach for the study of NP systems. The gj is the coefficient of the variable in the operator: gj = 1 when the moving average for the 

condition cj is included in the group of variables g affected by the operator, gj = 0 otherwise. Please, be aware, that when cj is in boldface 

denotes a vector of multiple conditions of assay as in PTO(dsk, cj)g but when cj is not bold denotes one single condition of assay. We can 

conclude from the table that the first PTML models for nanosystems used mainly PTOs with the form of Moving Averages (MA) 

abbreviated here as PTMA. This limited the application of the operator to only one structural feature (dk) and one external condition (ckj) 

of one part of the system at time, e.g.; Luan et al. and Kleandrova et al. In means that, the number of descriptors (d) of type (k) for a sub-

system (s) and the number assay conditions (c) of type (j) for a sub-system (s) that can be included in the PTO are Ndsk = 1 and 

Ncsj = 1, respectively, see Table 9. A more complete PTO introduced by Messina et al. 34 was the PTO based on Covariance forms (PTCOs). 

This operator allowed considering up to two structural features (Ndsk = 2) and up to two experimental conditions (Ncsj = 2) for up to two 

different parts of the nanosystems.34 It implied the use of many variables in the models when we need to describe systems with multiple 
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parts and experimental conditions as is the case of the DVRNs. In consequence, in our previous work we explored multiplicative operators 

like PTPs and PTGs able to zip multiple structural features of different parts of the system (dsk); drug, vitamin, coating, core, etc. and/or 

multiple external conditions of these systems (csj) at the same time. However, we can imagine other alternatives to multiplicative PTOs; 

that is why in this work we tested the metric-based PTOs such as PTA, PTE, and PTM in the Task 1 for comparative purposes. These new 

PTOs have Ndsk = q and Ncsj ≤ q with q equal to any natural number q = 1, 2, 3, …. qmax according to the number of variables we 

want to group in the partition g. The parameter Ncsj ≤ q is because some ∆dsk(csj) may have the same experimental condition if necessary 

appearing repeated values of csj in the PTO, see examples in Figure 7. 

 
 

Table 8. PTOs used in this work and in other papers to describe nanoparticle systems 

 

PTO 
PTO formula 

a 
Ndsk Ncsj

b
 Ref. 

Moving Average 

 

(PTMA) 

 
∆dsk(csj) 

1 1  
33 

Co-variance 

 

(PTCO) 

 
∆dsk(csj) · ∆ds′k(cs′j) 

2 2  
34 
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Product 

(PTP) 

𝑞 
δ𝑔𝑗 

𝑃𝑇𝑃(dsk, 𝐜sj)   = 𝖦 [∆dkvit(cjvit) ] 
𝑔 

𝑗=0 

q ≤q  
19 

Geom. Mean 

(PTG) 

𝑞 1/𝑞 

δ𝑔𝑗 
𝑃𝑇𝐺(dsk, 𝐜sj)    = {𝖦[∆dkvit(cjvit)] } 

𝑔 
𝑗=0 

q ≤q  
19 

Arithm. Mean 

 

(PTA) 

𝑞 
1 

𝑃𝑇𝐴(dsk, 𝐜sj)   = ∑[δ𝑔𝑗𝑘 · ∆dsk(csj)] 
𝑔 𝑞 

𝑗=0 

q ≤q  
This work 

Euclid. Dist. 

(PTE) 

𝑞 1/2 

2 
𝑃𝑇𝐸(dsk, 𝐜sj)    = {∑[δ𝑔𝑗𝑘 · ∆dsk(cvitj)]  } 

𝑔 
𝑗=0 

q ≤q  

This work 

Manh. Dist. 

 

(PTM) 

𝑞 

𝑃𝑇𝑀(dsk, 𝐜sj)  = ∑|δ𝑔𝑗 · ∆dsk(csj)| 
𝑔 

𝑗=0 

q ≤q  
This work 

a Ndsk = Number of descriptors (d) of type (k) for a sub-system (s) that can be included in the PTO. 

Ncsj = Number of assay conditions (c) of type (j) for a sub-system (s) that can be included in the PTO. 
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■ CONCLUSIONS 

 

Cheminformatics models can be useful tools to predict biological activities of compounds. The same methods can be applied to nano-systems 

that are promising but not well characterized. PTML can be used to create models with heterogeneous datasets and Big Data characteristics. It is 

useful for rational discovery purposes and has a flexible framework with the capacity to build a multi input and multi output model. In the first 

task, nonlinear models improve performance significantly over linear models. Among nonlinear models, neural networks (PTML-ANN) 

performed the best of the models we tried. Combining the predictions of multiple neural networks allows us to estimate the uncertainty in a 

particular prediction, or for a particular class of materials. We achieved high sensitivity by oversampling the desirable cases in the training subset. 

This technique allowed us to produce a model to reduce the uncertainty of the prediction for a particular DVRN, with specificity, sensitivity and 

accuracy in the range of 90 % - 95 % for DVRNs biological activities. In the second task, we used IF techniques to carry out a data enrichment 

of our previous dataset. In so doing, we constructed a new working data set of >970000 cases with data of preclinical assays of DVRNs, vitamins, 

and anticancer compounds from ChEMBL database. We expressed the new information with PTOs and trained a PTML model that is a 

qualitatively new because it also incorporates information of the anticancer drugs. The new model presents 96-97% of accuracy for training and 

external validation subsets. We present here by the first time a multipurpose PTML model able to select nanoparticles, anticancer compounds, 

and vitamins and their conditions of assay for DVRNs design. Last, in a third task, we carry out a comparative study of ML and/or PTML models 

published and how the models we are presenting cover a gap of knowledge in terms of drug delivery. 
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■ ASSOCIATED CONTENT 

Supporting Information 

The dataset used, including molecular descriptors, and assay conditions, desirability, cutoff, biological activities etc., was included in tables Table 

S1, Table S2 and Table S3 (SI01.xlsx). See details about these moving average operators on Table 2 and Table 3 (see Table S1 and Table S2 

respectively in supporting information for full dataset consultation). In addition, Table S3 we also included all details about each case, observed 

classification, predicted classification, input variables, experimental conditions, vitamin derivative and nanoparticle characteristics. 
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9) Conclusions and Future 

Works 
 

Throughout this work the main objective has been achieved: to present 

applicable models to design nanosystems including vitamin derivatives. To do 

so, an exhaustive analysis of the current European regulations is presented, for 

drug, food and cosmetic sections. Then, a vitamin derivative PTML model has 

been presented in order to better predict their biological activity. Then, we show 

a model able to predict with high rates of specificity and sensibility nanosystems 

including metal oxide nanoparticles and vitamin derivatives. Finally we present 

a PTML model for non metal oxide nanoparticles able to predict notably high, 

incorporating information about not only the assay conditions, vitamin 
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deritavatives and nanoparticles but also anticancer compounds to better design 

nanosystems with desirable properties. The objective of this chapter is to 

summarize the main conclusions of each chapter previously exposed. 
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9.1 Conclusions 

 
The design of nanosystems is gaining momentum given the transversal potential 

of nanotechnology in different economic sectors. The efficacy and desirable 

properties of these nanosystems depends on the design. An efficient process for 

design and production means not only a potential diminution of costs and time 

but also a justification for authorization process. 

 
Chapter 2 explores the regulation of nanotechnology for cosmetic sector. 

Regulation 1223/2009 includes the precautionary principle and states the 

importance of safety for cosmetic including nanomaterials, for public safety 

purposes. However its application found difficulties given the gaps of 

knowledge so from a law point of view we recommend to take it into account in 

future regulations for coherence and legal security. 

 
Chapter 3 presents and evaluates the regulation for food sector in the context of 

the European Union. The specific directives and regulations, include rules for 

food including nanotechnology. The authorization process to market these 

products include criteria in order to ensure public safety according to EFSA 

technical opinions. No opinions guarantee completely safety of the 

nanomaterials analyzed. We did not find an opinion that take into consideration 

ML techniques. Algorithms and statistic methods from ML field should be 

applied to know more about the behavior of these compounds. 

 
Chapter 4 focuses on drug sector. Specifically, the drugs that include 

nanotechnology and that must be authorized by the Centralized Authorization 

Process of Nanomedicines in European Union. As commented in Chapter 2, ML 

techniques should be applied to infer a greater knowledge from these 

compounds. The resulting models must accomplish the recommendation from 

OECD, mainly for transparency purposes. In this sense, we propose PTML, as 

one of the promising techinques to build models able to improve the referred 
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procedures. 

 
Chapter 5 shows the importance of vitamin derivatives given their 

functionalities and the important role specially in pharmaceutic sector. It 

includes the development of the first PTML-LDA model for vitamin derivatives. 

This model includes information about assay conditions and molecular 

descriptors. Different algorithms such as Linear Discriminant Analysis (LDA), 

Näive Bayes (NB), and Random Forest (RF) are applied to find the model with 

higher sensibility, specificity and accuracy, taking into consideration 

complexity. These techniques are applied for the models presented in the rest of 

the chapters. 

 
Chapter 6 includes the discussion about the importance of nanotechnology and 

specially nanosystems loaded with vitamin derivatives to improve their 

biological behavior. It shows the first PTML-LDA model that includes 

information about descriptors of metal oxide nanoparticles with or without 

coating agent and the descriptors of vitamin derivatives. This model presents 

high rates of prediction for biological behavior of the different compounds that 

constitute this kind of nanosystems. 

 
Chapter 7 focuses on a biological behavior of compounds of nanosystems 

composed by non metal oxide nanoparticles with vitamin derivatives. These 

nanosystems are specially used for cancer cotherapy. Descriptors of the 

nanosystem and the vitamin derivatives are used to generate a PTML-LDA 

model that also incorporates information about the assay conditions. 

 
Chapter 8 presents a summary of the models for nanoparticles in literature and 

highlight the importance of cover the knowledge gap of drug release. We 

developed a more accurated PTML-ANN for nanosystems presented in chapter 

6. In this case, beside this improvement, we present another PTML-LDA model 

for non metal oxide nanoparticles that include anticancer drug and vitamin 
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derivative descriptors. This model is able to generate predictions for different 

anticancer drug, vitamin derivatives and non metal oxide nanoparticles. 

 
We propose these contributions as a limit for the current gap of knowledge in 

terms of desing of nanosystems and their influence to better apply 

nanotechnology regulation. This dissertation has been designed and developed 

to better ensure efficacy and public safety for products including nanomaterials. 
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9.2 Future work 

 
We are able to affirm that nanotechnology will be one of the most applicable 

and transversal technologies in different sectors, given the promotion of 

European projects involving this particular technology. 

 
The regulation must be developed according to the sate of art of the technology. 

The regulation should include in each specific sector, how Machine Learning 

techniques can be applied to better ensure public safety. As we have more data, 

we should know how to use it to complement, for instance, process of 

authorization. The possibilities in nanotechnology field are massive, however 

we can detect patterns to indetify better relevant characteristics that explain the 

behavior of nanomaterials or their components. European Union should fund 

this type of research given the potential in innovation, economic and social 

terms. 

 
The production of data of behavior of nanomaterials will be higher the next 

years. We are able to produce through Machine Learning techniques models to 

predict behavior of components of nanosystems. As we have more information 

we should predict for design purposes in order to respect the three R principles, 

according to green chemics fundaments. Besides the greater information, ML 

algorithms will be in improvement. We therefore must take it into consideration 

given the possibilities of understanding these issues will be even higher. 

 
As we have more information about nanosystems behavior we will be able to 

have more information of the system itself and Machine Learning techniques 

will let us go further for complex systems with specific functions, not only for 

cancer cotherapy but also for improvement of the drug delivery and less invasive 

treatments. Besides pharmaceutical purposes, the knowledge is also applicable 

in different sectors such as cosmetics and food. The margin for improvement is 
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notable when nanotechnology is included in manufacturing process. 
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