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área Telecomunicaciones

Director

Javier Emilio Sierra, PhD

UNIVERSIDAD PONTIFICIA BOLIVARIANA
ESCUELA DE FORMACIÓN AVANZADA
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Abstract

The problem of finding the optimal topology for a set of users can be treated
as a Steiner Tree optimization problem, which is a NP-Hard problem. Therefore
it must be employed an heuristic approach in order to find solutions for this
type of problems. On the other hand we have the problem related with
selecting the PON technology proper to the scenario under consideration,
regarding the users’ bit rate demand and the desired scalability. The current
thesis manuscript details the justification, objectives, and results obtained
in my doctoral research work, which is centered in the study of a multiple
UDWDM PON deployment, for a very large number of users with different
bit rate requirements, taking into account equipment-capacity and physical
layer restrictions as well as the costs’ comparison of deploying standardized
PON technologies vs. an UDWDM PON implementation.
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Chapter 1

Scope of the project

This chapter describes the objectives and justification of the need and interest
that exist regarding the topic of the optimal dimensioning of multiple Ultra
Dense Wavelength Division Multiplexing (UDWDM) Passive Optical Network
(PON) for a very large number of users with different traffic demands (i.e
asymmetric users). First, it is described the problem and then the objectives
and contributions of this research work.

1.1 General description of the problem

Due to the many unresolved problems currently confronted in the development
of next generation optical access networks, Wavelength Division Multiplexing
(WDM) PON has been a very popular topic of research in recent years. In
this trend of interest it is also popular the techno-economics study of this
type of networks looking for cost-effective deployment strategies [69][21][100].
Particularly, UDWDM PON constitute a promising technology because they
will be interesting for next-generation after Next-Generation Passive Optical
Network - Version 2 (NGPON2). Many research works study and propose
new technological solutions for implementing low-cost Optical Line Terminal
(OLT) and Optical Network Unit (ONU) equipment in order to render economically
feasible such networks in the future [75][85][74][76][88][90][96]. The development
of UDWDM PON solutions confront a series of challenges like hardware
costs, complexity of the technology required for transmitters and receivers,
nonlinear effects due to the close spectral proximity among channels [2][78][15][4][93],
among others.

14



Chap 1: Scope of the project 15

There are many proposals of topologies for next generation optical access
networks [103][59]. Nevertheless, regarding PON, the predominant topology
type, which is also the only one that has been standardized, is the tree-
topology [70]. The most widely deployed PON topology is the splitter-
cascaded based tree topology. Therefore, a very popular and interesting
topic of research is the study of optimization schemes for optimal tree-
topology planning/dimensioning for conventional and next generation PON
[94][58][62]. In addition, the only standardized transmission technique, previous
to NGPON2 was Time Division Multiplexing (TDM) PON. In fact, a step
towards WDM PON is the new NGPON2 standard, which specifies an hybrid
TDM/WDM transmission employing four Dense Wavelength Division Multiplexing
(DWDM) wavelengths, keeping compatibility with legacy Optical Distribution
Network (ODN) [70][68][91]. Also, some research works have reported proposals
for an upcoming NGPON3 standard based on WDM PON [96].

However we haven’t been able to find any research work report covering
the optimal dimensioning of UDWDM PON in confront with the dimensioning
of other standardized types of PON. And, due to the the particular characteristics
and potential performance of the UDWDM PON. Therefore, the question
related with the research covered in this thesis would be: is UDWDM PON
the most suitable network-access technology for attending the mid and long
term increase of bit rate demands from residential and corporate users of
Internet in a large region with many users serviced by multiple central
offices?. Based on such question we found out that the study of the optimal
dimensioning of this networks constitute a very interesting topic to be covered,
specially when considering the implementation of multiple PON in large
regions with very large number of users with heterogeneous bit rate requirements
[33].

Accordingly, in the doctoral research work presented in this document we
consider PON topologies whose ODN is deployed as splitter-cascaded based
multilevel trees, and whose network provider’s equipments (i.e. the so called
OLT) are placed in many different Central Office (CO) buildings. Given
that the UDWDM transmission technique permits a very optimal use of the
available spectrum, we consider that the OLT is composed with at least N
transmitters and receivers tuned to a different wavelength one to each other
[85]. Therefore, such OLT is able to service up to N users, where every
user send and receive data employing a unique wavelength in the network.
The ODN is composed by optical links and switching equipment (also called
branching equipment), e.g. splitters, which provide the required physical
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connectivity between the OLT and the ONU.

1.2 Objectives

1.2.1 General objective

To propose an algorithm for optimal dimensioning of multiple PON deployment
based on physical restrictions and asymmetric users’ clustering in wide regions
with a very large number of users with different demands of sustained bit
rate. And, employ the algorithm for comparing the overall cost of different
solutions: Gigabit-capable Passive Optical Network (GPON), 10-Gigabit-
capable Passive Optical Network (XGPON), NGPON2 and UDWDM PON.

1.2.2 Specific objectives

Clustering: To find an effective approach for clustering users in a wide
region with very large number of users to be covered through a multiple
Passive Optical Network (PON) deployment.

Optimization: To develop an street-aware optimization scheme for multiple
UDWDM PON deployment in wide regions with very large number of
residential and corporate users with different bit rate demands.

Evaluation: To evaluate the model in order to characterize its performance
and effectiveness by means of performing a cost comparison of multiple
UDWDM PON deployment with other standardized PON deployments
like GPON, XGPON and NGPON2.

1.3 Contributions

This work presents the following contributions:

Clustering: An effective approach for clustering a region with randomly
placed users, according to the population distribution, in order to
optimally assign PON hardware to them.

Optimization: An optimization scheme, based on heuristic approaches,
for street-aware optimization of multiple UDWDM PON topology
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planning taking into account the optical fiber data transmission impairments,
the PON equipment capacity and a wide area with very large number
of users with different sustained bit rate demands.

Comparison: A deployment cost comparison between UDWDM PON and
other standardized PON like GPON, XGPON and NGPON2, employing
the developed optimization scheme, in order to analyze the prospective
of each PON technology in the future.

1.4 Organization of the manuscript

This thesis manuscript has been organized as follows:
Chapter 1 presents the description and objectives of the problem covered

in the thesis. Chapter 2 covers the study of the state of the art regarding
recent developments in the optical access networks and current technologies
proposed for implementing UDWDM PON. Also, in that chapter, we review
the most popular and successful models so far proposed for optimal dimensioning
of PON. In Chapter 3 it is described the scenario and reference costs used for
developing this research. In chapter 4 the optimization problem formulation
is described. Chapter 5 presents a detailed explanation of the heuristic
approach employed for resolving the optimization problem. Next, in chapter
6 we present the results obtained in this research by means of employing OTS
for processing realistic maps data for different cities: Turin, Rome, Medelĺın
and Quito. Finally, chapter 7 concludes this work.



Chapter 2

State of the art regarding
UDWDM PON

This chapter describes the state of the art regarding the optimal dimensioning
of PON and the most popular technological solutions proposed for UDWDM PON
deployment. We focus particularly in the most recent developments for next
generation PON transmitters and receivers and the optimization techniques
employed for next generation optical access networks.

2.1 Next generation optical access networks

Next generation passive optical networks are able to offer data rates beyond
10 Gb/s as is evident in the recently released ITU-T G989 series standards
(i.e NGPON2 standards) [43][70]. Then, many research works confirm that
a possible future step in PON would be towards pure WDM with more
wavelengths in the network [43][77][100]. The downstream (DS) transmission
depends on the equipment in the optical line terminal (OLT) and for that
reason it is less cost-sensitive than the upstream (US) transmission, which
in the other hand depends on the equipment at the ONU. Nevertheless,
OLT equipment must also be economically attractive to the service providers.
Therefore, one of the most challenging problems related with the commercial
deployment of these networks, is the development of low-cost and high-speed
colorless optical equipment for implementing OLT and ONU [11][100]. The
“COst-effective COhereNt Ultra-dense-WDM-PON for λ-to-the-user access”
(COCONUT) project, supported by the European Union, looks for the development

18



Chap 2: State of the art 19

of low-cost coherent technology to allow a future massive deployment of
UDWDM PON [96].

Many research works cover the study of low cost solutions for WDM PON
[21]. Some propose the use of low-cost tunable lasers [6], other propose the
remodulation of the downstream signal [26] and other propose the spectrum
slicing of a shared broadband light source (BLS) for seeding the reflective
modulators at the ONU. In [52][19] it is reported a low cost WDM PON
employing intensity modulation and direct detection up to 10 Gb/s by means
of transmitting RZ coded signals with a duty cycle in the order of 75%. In
addition, a considerable amount of research is already proposing solutions for
UDWDM PON transmitters and receivers in OLT/ONU equipment, mainly
using coherent transmission techniques [92][39].

In the research developed by authors in [85], it is reported a system which
demonstrates the feasibility of the coherent transmission technologies for
supporting the evolution of access networks towards UDWDM PON. In very
recent paper [86] authors present trials of UDWDM PON transmission over
currently deployed fiber, testing the performance for Long Term Evolution
(LTE) backhauling and for coexistence with other networks like GPON and
100 Gb/s systems. In [31][32] authors discuss the use of Reflective Semiconductor
Optical Amplifier (RSOA) as low-cost solutions for data coherent transmission
at 2.5 Gb/s and 3.125 Gb/s, respectively, in UDWDM PON. It has been
evidenced that this technology could enhance the power budget available
and, in consequence, provide service in larger geographical areas and for
more users, as evidenced in [96]. A very promising low cost solution for
rendering commercially available the coherent transmission is avoiding the
use of expensive external modulators through the use of directly modulated
thermally tuned Distributed Feedback Brag-reflector (DFB) lasers with coherent
homodyne receiver, as reported in [18]. Yet, the coherent transmission
technologies still need to be enhanced for providing cost-effective commercial
solutions [75].

An important limitation of performance in bidirectional UDWDM PON
is the cross talk caused by backreflections and nonlinearities, specially Four-
Wave Mixing (FWM) and Cross Phase Modulation (XPM) [4]. In [61][81]
authors analyze the causes of back-reflections as a phenomenon mainly produced
by the propagation of the same wavelength-channel in the same optical fiber
and due to defective network equipment. The use of Nyquist pulse shaping
combined with multilevel modulation techniques permit optical channels to
become stronger in front of crosstalk and nonlinear effects and achieve very
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high aggregated data rate capacity [17].
In [81] a 192 x 10 Gb/s UDWDM PON is demonstrated. Nevertheless,

even when using coherent transmission and Nyquist pulse shaping, UDWDM PON
are still highly limited by nonlinear effects [80][79]. In [90][89] it is described
a bidirectional PON with 2 x 12 x 10 Gb/s US and DS UDWDM channels by
means of using a 16-ary Quadrature Amplitude Modulation (QAM) modulation
and Nyquist pulse shaping, avoiding the necessity of a local oscillator (LO) in
the laserless-ONU thanks to the use of polarization multiplexed pilot tones.
[34] Reports the use of Nyquist-independent-sideband (N-ISB) modulation
for improving the throughput in coherent UDWDM PON up to 12 Tb/s,
by means of employing 75 sub carriers, each one of them with 16 x 10
Gb/s channels. A method for reducing the impact of inter-channel FWM in
UDWDM PON is reducing the splitting factors to 1:8 or lower and employing
unequal spacing between channels [82]; however, such solutions means more
complexity and sub-optimal reuse of the currently installed ODN.

It also has been studied the problem of rendering technically feasible
the use of multiple individually modulated wavelengths out of a single laser
source, mainly due to the problems related with frequency offsets. Some
advances has been achieved regarding such problems, as the system reported
in [84] which describes a solution for transmitting Gigabit-Ethernet-encapsulated
real time video in a coherent UDWDM PON including the use of real-time
digital signal processing (DSP) techniques in the ONU.

On the other hand, the problem related with the wavelength assignment
has two perspectives. First, the perspective based on the premise that there
are as many wavelengths as users demanding the transmission of data, in
such case the wavelength assignment is a trivial problem since every user is
assigned with a different wavelength. Second, the consideration that there are
fewer available wavelengths than users and, in consequence, it is necessary
to provide a time-slot allocation procedure. The most popular techniques
are the Dynamic Bandwidth Assignment (DBA) or Dynamic Wavelength
Assignment (DWA) scheduling algorithms (or heuristics) often based on
Integer Linear Program (ILP) or Mixed Integer Linear Program (MILP)
[101]. Models reported in [98][101] make use of Markov chains in order to
assess the dynamic wavelength allocation in TDM-WDM PON.

Some models combine the problem of optimal ODN dimensioning with the
routing assignment, as in [65] where the authors describe a dynamic routing
and wavelength assignment model for WDM PON, taking into account the
crosstalk caused by FWM nonlinear effect as a cost parameter for the best
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route selection. The approach reported in [55] proposes a scheduling algorithm
for WDM PON which employs a Tabu search heuristic, providing near optimal
results in short times. Employing the same heuristic approach, this authors
further address the problem of WDM PON and 10 Gb/s Ethernet Passive
Optical Network (10GPON) coexistence though a scheduling algorithm for
wavelength/bandwidth allocation in [54]. In [55] it is also employed a Tabu
search heuristic approach for finding a scheduling and transmission grants’
joint solution in WDM PON. Regarding nonlinear effects in UDWDM PON,
some DWA algorithms consider the mitigation of FWM in the wavelength
allocation, as described in [15]. As reported in [87], DWA could be a feasible
solution to the limited tunability range of low-cost thermally-tunable DFB
lasers. The design of OLT for statistical UDWDM PON (SUDWDM PON)
in [88] takes into account a maximum admitance (MA) DWA algorithm in
order to efficiently distribute the wavelength spectrum among 256 users.
In a similar approach, [20] proposes an ILP formulation for resolving the
placement of the so called Base-Band Units (BBU) in order to optimally
assign resources to Radio Stations in convergent Fixed/Mobile WDM PON.

Regarding the study of optimization schemes for ODN topology design
and planning in PON, the approach most of the optimization models employ
is a green-field design-planning model for searching the minimum-cost tree-
topology for a set of users, which for practical proposes are randomly placed
users. The ODN cost mostly evaluates the Capital Expenditures (CAPEX),
related with the optical fiber and switching equipment costs, but some models
consider also the Operational Expenditures (OPEX) [60][24].

Hence, generally the problem is confronted as an integer linear programming
or mixed integer linear programming optimization problem, subject to some
restrictions based on the optical fiber length and on switching equipment
amount and capacity (among other physical restrictions like the systems’
power budget and flow aggregation) [5][8, 9, 10][22][27][28][29][30].

Under the general conditions regarding the PON deployment in a geographical
region, the set of links connecting a set of randomly placed users in the
region can be considered as a weighted-bounded graph [71][83]. Hence, the
problem related with the optimal topology search for connecting the users’
end equipment with the providers’ equipment can be considered essentially a
weighted Steiner tree problem [104][12][83], which is a well-known NP-hard
problem [16][25][37][38]. Therefore, it is generally employed some heuristic
approach in order to find a feasible, near-optimal, solution in polynomial
time [42][51][67].



Chap 2: State of the art 22

Research reported in [94] describes an ILP model for traditional PON
optimal deployment based on flow aggregation in order to achieve a better
computational efficiency. This model is also suitable for multi-fiber mesh
networks with or without wavelength conversion. However, this model is not
useful for planning complex next-generation PON since it do not consider
the particularities of employing new transmission technologies. Authors in
[58] employ a genetic algorithm (i.e. a heuristic approach that applies the
natural genetic ideas of natural selection, mutation and survival of the fittest
”individuals”) and mathematical modeling techniques to optimize a two-
hierarchy TDM PON by means of selecting the position of primary and
secondary nodes and their split-levels. This model do not consider the use
of more than one wavelength in the network.

Research in [62] reports the use of a Recursive Association and Relocation
Algorithm (RARA), which employs the Simulated-annealing heuristic for
resolving the optimization problem of minimizing the deployment cost of
cable and conduit sharing in TDM PON. Paper referenced in [35] describes
an ILP model and a heuristic procedure for optimal deployment of two-stage
TDM PON taking into account equipment and installation costs (CAPEX)
and operational costs (OPEX). The results presented in the paper indicate
that OPEX is a very important contributor for the network overall cost.
In [63] it is presented an ILP model for minimizing the optical fiber and
splitters costs in long-reach PON by means of employing a partition-recursive
heuristic approach. Since the cost of the optical fiber installation is by far
the most expensive expense in a PON deployment, this paper concludes that
a cascaded splitter topology requires lower length of optical fiber and in
consequence is less expensive than the single-splitter topology. Figure 2.1
shows an illustration that compares one-stage and multi-stage topologies for
the same set of users.

Regarding the optimal deployment of pure WDM PON, a critical parameter
constitute the allocation of the remote switching equipment, based in the
geographical location of the OLT and ONU, as evidenced in [49]. In that
paper, it is used a column generation (CG) algorithm for selecting the best
multi-stage topology. The research work reported in [27] propose a cross-layer
optimization scheme for greenfield topology planning in the specific case of
two-hierarchy WDM PON. The ILP model employed in that paper takes into
account power attenuation and splitting ratio (SR), and includes restrictions
related with the aggregated-traffic-demands by means of considering in the
model the number of wavelengths carried by the optical fibers. Such model do
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OLT
Splitter
ONU
Optical fiber

Figure 2.1: Typical PON Tree-Topologies: (a) One-stage (one remote node)
Tree-Topology; (b) Multi-stage (cascaded splitter) Tree-Topology [8].

not includes any other type of optical fibers’ physical impairment (other than
power attenuation) and do not scale to a general multi-hierarchy WDM PON.
Authors in [104] propose a divide and conquer heuristic, which is a recursive
partition−combination algorithm, for minimizing the cost of arrayed waveguide
grating (AWG) and optical fiber deployment in WDM PON. Nonetheless,
this work considers a fixed International Telecommunications Union (ITU)
WDM grid and is not exhaustive regarding the transmission impairments in
the network.

Authors in [33] aim to find an optimal selection of transmission technologies
for TDM/WDM and pure WDM PON, as a trade-off among complexity,
capacity, and reach. The proposed model uses restrictions related with power
budget and the type of passive optical components in the remote nodes. In
addition, it employs restrictions related with the cost of the OLT and ONU
equipment based on the equipment’s level of complexity. The model looks
for the lowest total-complexity-cost by means of a heuristic recursive search.
The previously mentioned paper concludes that for a large number of users
with medium to high traffic requirements, it would be necessary to deploy
a pure WDM PON. In [5] authors of the previously described paper extend
their work for resolving it through a MILP formulation, instead of employing
heuristics. This work provide a cost sensitivity study for the technologies
based on coherent detection, remarking the feasibility of their implementation
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in near future.
In relation to the survivability of PON, some papers propose different

techniques, like in [95] where is proposed a long-reach hybrid TDM/WDM
PON with mesh topology, based on redundant links connecting the AWG
and splitters. Authors of the paper describe a heuristic algorithm called
MeshLIP, which starts from a feasible network topology and then improves
it by inserting chances in the topology in order to achieve the survivable
network while minimizing the total length of fiber deployment. However, this
model do not take into account any restriction related with channels’ capacity
and transmission impairments. Research reported in [53], by means of the
use of a MILP based approach and a heuristic algorithm called Locate-ONU-
with-Lowest-Availability-Requirement-First (LOWLARF), proposes a model
for planning survivable long-reach PON, with 99.999% of availability, aiming
to achieve the largest possible area of coverage. The heuristic LOWLARF
consists on a recursive search of optimal solution over a weighted matrix,
bounded by the problem’s related restrictions.

An interesting topic generally not taken into consideration in PON planning
is the modeling of the uncertainties regarding who and where the customers
will be. Regarding that approach, [22] reports a model for optimal allocation
of splitters and routing fibers in Fiber To The Home (FTTH) deployment
using a mixed integer linear formulation applying problem size reduction
schemes to overcome the NP-hard nature of the problem. That paper suggests
it would be interesting to perform the research of optimization problems
based on planar graphs in order to confront the factor of uncertainties in the
problem.

Some models propose a street-aware solution. In the research referenced
in [7] we describe an ILP model for optimal deployment of multi-stage DWDM
PON in Manhattan regions. In order to resolve the problem we employed
a heuristic approach based on Dijkstra’s algorithm for finding the minimum
rectilinear Steiner tree (Fig. 2.2). Another paper focused on street-aware
topology design is [57] which describes a model for dimensioning next generation
optical access networks, based on real street maps. The model proposed in
that paper starts from a heuristic clustering algorithm for the assignment of
ONU focusing on the conduit sharing optimal deployment.

Most optimization models look for an optimal selection of switching and
network equipment locations. [56] Presents an MILP optimization model for
PON whose formulation looks for the most cost-effective splitter’s location-
allocation. The solution approach is based on the ”multi-level capacitated
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Figure 3. Example of PON optimal topology in a Manhattan region, based on the minimum Steiner tree search [31]. 

Most optimization models look for an optimal selection of switching and network equipment 

locations. [33] Presents an MILP optimization model for PON whose formulation looks for the most cost-

effective splitter’s location-allocation. The solution approach is based on the “multi-level capacitated facility 

location problem”, considering nonlinear link costs and a local search heuristic procedure. The heuristic 

algorithm moves splitters toward the root splitting node and then toward the leaf splitting nodes, comparing 

the overall cost in each movement. In [34] it is reported an algorithm for GPON optimal deployment based on 

an Ant Colony Optimization (ACO) method combined with post processing metaheuristics for recursive local 

search of a minimum. [35] Proposes an ILP optimization model for deploying low-cost long-reach PON with 

cascaded optical amplifiers (OA). For the optimal splitters/OAs allocation uses a dimensioning algorithm based 

on power budget (fiber attenuation, optical losses in network elements, amplified spontaneous emission, etc.). 

Some research works start from finding optimal clusters for the of users set, as the model reported in 

[36]  which employs a heuristic based in the k-means algorithm for building users’ clusters in order to optimize

the duct sharing and deployment cost in PON. Research in [37] proposes a heuristic approach based on an

agglomerative clustering for resolving an ILP model formulated in order to minimize the PON’s optical fiber

costs in a rural areas with sparse users. The agglomerative clustering heuristic employed in that paper performs

a recursive search for the optimal splitter allocation trying to set first the higher capacity splitters and then

comparing results when replaced with lower capacity splitters. Research work reported in [38] uses a Simulated

Annealing (SA) metaheuristics starting from a users’ clustering based on Voronoi partitions in order to design

an optimal tree topology for PON. Using this approach (i.e. focusing first in the users’ clustering), we propose

in [39] a WDM PON topology deployment model which first performs a Voronois’ partition of the users´ region

in order to build the clusters. Then, the algorithm builds a Delaunay´s triangulation in the region using the

clusters’ centers of mass. Next, using the Prim´s algorithm, we find the Euclidian minimum spanning tree

(EMST) over the set of links composed by the Delaunay’s triangles. This is possible thanks to the fact that the

EMST is a subset-graph of the Delaunay-triangulation graph of a set of points [95]. Figure 4 illustrates an

example of the results achieved whit this model.
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Figure 2.2: Example of PON optimal topology in a Manhattan region, based
on the minimum Steiner tree search [7].

facility location problem”, considering nonlinear link costs and a local search
heuristic procedure. The heuristic algorithm moves splitters toward the
root splitting node and then toward the leaf splitting nodes, comparing the
overall cost in each movement. In [30] it is reported an algorithm for GPON
optimal deployment based on an Ant Colony Optimization (ACO) method
combined with post processing metaheuristics for recursive local search of
a minimum. In [64] authors use an ILP optimization model for deploying
low-cost long-reach PON with cascaded optical amplifiers. For the optimal
splitters/optical-amplifiers allocation uses a dimensioning algorithm based
on power budget (i.e. fiber attenuation, optical losses in network elements,
amplified spontaneous emission, etc.).

Some research works start from finding optimal clusters for the of users
set, as the model reported in [97] which employs a heuristic based in the
k-means algorithm for building users’ clusters in order to optimize the duct
sharing and deployment cost in PON. Research in [73] proposes a heuristic
approach based on an agglomerative clustering for resolving an ILP model
formulated in order to minimize the PON optical fiber costs in a rural
areas with sparse users. The agglomerative clustering heuristic employed
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Figure 4. Example of PON optimal topology, based on the EMST over a Delaunay triangulation [39]. 

Additionally, research work reported in [40] describes a network design optimization scheme for 

greenfield WDM PON based on a two-phase clustering technic employing a p-center mathematical model. The 

problem resolution is confronted by means of a column-generation (CG) ILP formulation taking into account 

the fiber attenuation and the unicast/multicast traffic demands. In a recent paper [41] we report an extension 

of our previous work in [39] proposing a novel UDWDM PON topology optimal deployment model which 

includes restrictions related with the BER penalty produced by the data transmission impairments confronted 

in a UDWDM technique, like the increased strength of crosstalk and nonlinear effects. In order to resolve a 

problem we use an EMST search over the Delaunay’s triangulation of the users regions by means of a modified 

version of the Prims’ algorithm, which evaluates the lower distance based on a cost equation. The cost 

equation takes into account the fiber length, capacity and BER penalty.  

Other particular approaches in the PON’s planning formulations reported by the research community 

are the following: [42] Details a model for long-reach PON planning considering the traffic demand, user 

requirements and physical constraints. This model employs a two-stage evolutional heuristic, which compares 

a PON tree-topology with the structure of a chromosome. For resolving the splitter allocation problem, this 

algorithm uses a Prüfer sequence, which is a mathematical representation of the chromosome links as an N-

dimensional vector space. Nonetheless, this approach lacks of flexibility for including other type of 

optimization restrictions based on new-generation data transmission technologies. In [43] it is described an 

ILP formulation for optimal PON design focusing on optical cabling constraints. Authors of this paper use a 

heuristic for decomposing the problem in a simpler fiber-restrictions based problem with warm start (i.e. 

setting arbitrarily large values to variables in order to satisfy the cable constraints). The PON planning model 

in [44] present ILP formulations with unconstrained splitting stages (i.e. splitters are not constrained by their 

previously established capacity but they are decided based on the cost of the solution). Work previously 

described in [40] was enhanced in [45] and [46] for covering the dimensioning of hybrid PONs employing the 

same p-centered plus a p-median logistics formulation. In [96] we propose an optimal hybrid wireless-optical 

access network for deploying an advanced measurement infrastructure (AMI) in Smart-Grid Networks.  

Very few research works cover the cover the deployment of PON for very large number of users. 

Research works referenced in [97] and [98] report scalable WDM PON and TWDM PON architectures, using 
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Figure 2.3: Example of PON optimal topology, based on the EMST search
over a Delaunay triangulation [10].

in that paper performs a recursive search for the optimal splitter allocation
trying to set first the higher capacity splitters and then comparing results
when replaced with lower capacity splitters. Research work reported in [66]
uses a Simulated Annealing metaheuristic starting from a clustering scheme
based on Voronoi’s partitions in order to design an optimal tree topology
for PON. Using this approach (i.e. focusing first in the users’ clustering),
we propose in [10] a WDM PON topology deployment model which first
performs a Voronoi’s partition of the users’ region in order to build the
clusters. Then, the algorithm builds a Delaunay’s triangulation in the region
using the clusters’ centers of mass. Next, using the Prim’s algorithm, we
find the EMST over the set of links composed by the Delaunay’s triangles.
This is possible thanks to the fact that the EMST is a subset-graph of the
Delaunay-triangulation graph of a set of points [13]. Figure 2.3 illustrates an
example of the results achieved whit this model.

Additionally, research work reported in [28] describes an optimization
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scheme for greenfield WDM PON based on a two-phase clustering technic
employing a p-center mathematical model. The problem resolution is confronted
by means of a CG ILP formulation taking into account the fiber attenuation
and the unicast/multicast traffic demands. In a recent paper [9] we report an
extension of our previous work in [10] proposing a novel UDWDM Passive
Optical Network (PON) topology optimal deployment model which includes
restrictions related with the bit error rate (BER) penalty produced by the
data transmission impairments confronted in a UDWDM technique, like the
increased strength of crosstalk and nonlinear effects. In order to resolve a
problem we use an EMST search over the Delaunay’s triangulation of the
users regions by means of a modified version of the Prims’ algorithm, which
evaluates the lower distance based on a cost equation. The cost equation
takes into account the fiber length, capacity and BER penalty.

Other particular approaches in the PON’s planning formulations reported
by the research community are the following: [44] Details a model for long-
reach PON planning considering the traffic demand, user requirements and
physical constraints. This model employs a two-stage evolutional heuristic,
which compares a PON tree-topology with the structure of a chromosome.
For resolving the splitter allocation problem, this algorithm uses a Prüfer
sequence, which is a mathematical representation of the chromosome links as
an N-dimensional vector space. Nonetheless, this approach lacks of flexibility
for including other type of optimization restrictions based on new-generation
data transmission technologies. In [36] it is described an ILP formulation
for optimal PON design focusing on optical cabling constraints. Authors of
this paper use a heuristic for decomposing the problem in a simpler fiber-
restrictions based problem with warm start (i.e. setting arbitrarily large
values to variables in order to satisfy the cable constraints). The PON
planning model in [41] present ILP formulations with unconstrained splitting
stages (i.e. splitters are not constrained by their previously established
capacity but they are decided based on the cost of the solution). Work
previously described in [28] was enhanced in [50] and [29] for covering the
dimensioning of hybrid PON employing the same p-centered plus a p-median
logistics formulation. In [46] we propose an optimal hybrid wireless-optical
access network for deploying an advanced measurement infrastructure (AMI)
in Smart-Grid Networks.

Very few research works cover the cover the deployment of PON for very
large number of users. Research works referenced in [23] and [14] report
scalable WDM PON and TDM/WDM PON architectures, using cascaded
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splitters and AWG, which can accommodate a large and ultra-large number
of end users but none of them cover the multiple PON topology design
required in a case of a very big deployment. In [3] it is reported a suboptimal
solution for large PON deployments in near polynomial time, employing a
combination of the Dreyfus-Wagner’s algorithm and a clustering algorithm
for resolving the related Steiner tree problem, but this work neither considers
a multiple PON deployment for very large number of users taking into
account the particular features of UDWDM PON.

Table 2.1 presents a summary of the state of the art regarding the topic
of optimal dimensioning of PON1.

From this study of the state of the art, we can conclude that UDWDM
PON constitute a very interesting and promising solution for the next step
towards new generation optical access networks. However, few research works
consider the optimization of topologies for UDWDM PON. Moreover, none
of them cover the deployment of multiple UDWDM PON for connecting a
very large number of users.

————————————————————————————————
—————————————————

1References [7], [9] and [10] constitute our apport to the state of the art
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Table 2.1: Summary of the state of the art for topics regarding optimization
schemes for PON’s topology design.
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Tornatore [94] X X X X X X X X
Li [62] X X X X X X X X X
Zhang [104] X X X X X X X X
Kokangul [58] X X X X X X X X X
Jaumard [49] X X X X X X X X X X
Kim [56] X X X X X X X X X
Eira [35] X X X X X X X X X X

Kantarci [53] X X X X X X X X X
Chardy [22] X X X X X X X X X
Kipouridis [57] X X X X X X X X X
Chowdhury [27] X X X X X X X X X
Agata [3] X X X X X X X X X X
DeAndrade [33] X X X X X X X X X X
Arévalo [7] X X X X X X X X X
Chu [30] X X X X X X X X
Lin [63] X X X X X X X X
Lin [64] X X X X X X X X X
Van Logg. [97] X X X X X X X X X
Mitcsenkov [66] X X X X X X X X X
Gu [44] X X X X X X X X X
Francfort [36] X X X X X X X X X X
Truong [95] X X X X X X X X X
Pal [73] X X X X X X X X X
Gouveia [41] X X X X X X X X X X
Andrade [5] X X X X X X X X X X
Arévalo [9] X X X X X X X X X X X X X
Arévalo [10] X X X X X X X X X X X X X
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Scenario of the research

3.1 Introduction

In this chapter we describe the general and specific scenarios we use for
modeling our optimization problem and for later testing the heuristic we
propose in order to find near-optimal solutions in polynomial time. In the
first section we describe the reference topology to be used for the multiple
PON deployment. Next we present detailed data of reference costs employed
for specific and global price evaluations. Such prices have been obtained
through direct interaction with network operators and vendors. Finally
we include the network parameters to be used for our network deployment
evaluations. This parameters have been retrieved from a set of chosen PON’s
ITU-T standards(i.e GPON, XGPON and NGPON2 standards) and from
some reference papers in the case of UDWDM PON.

3.2 Scenario

There are different topology proposals for next-generation optical-access-
network [103] but the predominant one for large FTTH deployment is today
the PON topology, which is the well-know optical tree topology based on
splitters. This research work focuses on FTTH deployment planning using
only PON, for which we briefly review here the most relevant ITU standards.
GPON and XGPON can reach up to 64 users employing TDM as the channel-
sharing technique [47],[48]. The recent NGPON2 standard [99], introduced
for the first time in PON standards in 2013, uses an hybrid TDM/WDM

30
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transmission with four or more DWDM wavelengths for DS and for US,
keeping compatibility with legacy ODN [68]. Some relevant research works
have already proposed solutions and technologies for manufacturing low-cost
NGPON2 equipment, like [68]. The IEEE PON standards: EPON, GE-PON,
10G-EPON and SIEPON, have followed a similar evolution towards higher
overall capacity in recent years.

The scenario we use for testing our optimization algorithm is the deployment
of multiple passive optical access networks in metropolitan regions in which
most of the users turn to FFTH. Therefore, it make sense to have a very large
number of potential PON users in the same urban area. Specifically, in order
to test our planning model, we have chosen different simulation scenarios
with about 105 users.

In addition, a region with such amount of users requires the support of
multiple CO. Every CO houses the hardware necessary to service all users
inside its subregion, and is thus equipped with a large number of OLT. Thus,
we applied our optimization algorithms to very large number of users, like
105 users, connected to more than one central office. We consider in our
study, based on data retrieved from real operators, that every CO will have
to host on average 2 · 104 users and thus approximately several hundreds
of OLT. We assume that the CO are interconnected among them and that
such interconnection is performed by a metropolitan optical fiber ring whose
study is anyway beyond the scope of our work.

Additionally, we consider every CO constitutes the root of a multiple tree-
topology (i.e. every CO’s tree-topology is connected with other CO’s tree-
topologies through the metropolitan interconnection ring). PON splitters are
distributed along the streets among a series of primary street cabinets (PSC),
which are placed in publicly accessible places like sidewalks, corners, parks,
etc., and secondary street cabinets (SSC), which are placed in any building
where al least one user must be connected. A set of multi-fiber feeder optical
cables connect a CO with its correspondent PSC. The connection between
PSC and the correspondent SSC is performed by means of distribution optical
fiber (OF) cables. In a SSC there’s one or more splitters (depending on the
number of PON required to service the users inside the respective building).
From the SSC it is routed a single OF connection up to each users’ ONU.
Figure 3.1 illustrates a general schema of the multiple PON topology employed
in this study. The architecture for splitting placement may change depending
on the strategic decision of the operators, but the two-level architecture
presented here is anyway one of the most commonly used.
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Figure 3.1: Schema of a multiple PON deployment.

We focus our analysis in the comparison of deployment costs using different
PON technologies (GPON, XGPON and NGPON2 and the more future-
oriented UDWDM PON). While for the existing standards the physical parameters
were well known and in some ways also the cost estimate can be obtained
from vendors, the situation is less clear for UDWDM PON, so that for the
physical layer we took most data from this paper [85], and for the cost we
made some reasonable assumptions, as shown in the next section of this
chapter.

In order to consider a real scenario for our street-aware optimization
algorithm, we developed an add-hoc interface for retrieving real streets and
buildings data from OpenStreetMaps (OSM) database [72].

3.3 Reference costs

In order to evaluate the deployment cost of multiple PON, we have employed
data directly from telecom operators and from equipment vendors. For
GPON and XGPON hardware we employ real updated market prices. In
the case of NGPON2, the consulted equipment vendors confirmed that the
prices of hardware for that technology would be, according to the usual
behavior of prices for new technology products, approximately two fold in
comparison with the latest technology (i.e. in this case two fold the prices
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Table 3.1: Costs of OF cable and trenching.

COMPONENT COST ($)

Feeder Cable, 2 fibers /km 600
Feeder Cable, 4 fibers /km 800
Feeder Cable, 6 fibers /km 1000
Feeder Cable, 12 fibers /km 1500
Feeder Cable, 24 fibers /km 2000
Feeder Cable, 48 fibers /km 2500
Feeder Cable, 64 fibers /km 3000
Feeder Cable, 96 fibers /km 3500
Feeder Cable, 144 fibers /km 3700
Feeder Cable, 288 fibers /km 4000
Distribution Cable /km 2000
Indoor OF installation /user 50
Trenching and reinstatement/km 30000
Ducts and fenders /km 10000
Fusions and slicing /unit 10
Manholes /unit 500

of XGPON). This trend of price growth for new technology hardware can in
fact be appreciated in the prices of XGPON vs GPON (approximately two
times the prices of the former in comparison with the prices of the latter). In
the network planning model reported in [33] authors propose a complexity-
based cost function for assuming the hardware price of non-commercially
available technologies like Tunable TDM/WDM PON and Colorless WDM
PON. Table 3.1, shows the reference costs we employ for optical-fiber cable
and related labor, including the cost of trenching, reinstatement and manholes
(employed for the OF cable installation and further maintenance). Table
3.2 details costs for splitters and cabinets and Table 3.3 specifies costs of
hardware for the different type of PON considered in this paper. Prices are
expressed in United State Dollars (USD).

3.4 Network parameters

In this subsection we present a brief description of the network parameter
settings we employ for each PON technology, based on the values established
in each correspondent standard. Table 3.4 shows the specific network
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Table 3.2: Costs of cabinets
COMPONENT COST ($)

Junction box 144 OF 500
Junction box 48 OF 400
Junction box 16 OF 350
Junction box 8 OF 300
1:64 splitter 120
1:32 splitter 70
1:16 splitter 45
1:8 splitter 28
1:4 splitter 24
1:2 splitter 20
Cabinet installation 1600

Table 3.3: Costs of PON hardware and related labor.
COMPONENT COST ($)

OLT chassis - GPON (103 users) 16000
OLT chassis - XGPON (103 users) 28000
OLT chassis - NGPON2 (103 users) 50000
OLT chassis - UDWDM PON (103 users) 85000
OLT card - 4xGPON 9000
OLT card - 4xXGPON 15000
OLT card - 4xNGPON2 25000
OLT card - 4xUDWDW-PON 40000
ONU residential - GPON 100
ONU residential - XGPON 350
ONU residential - NGPON2 600
ONU residential - UDWDM PON 110
ONU corporative - GPON 350
ONU corporative - XGPON 600
ONU corporative - NGPON2 1100
ONU corporative - UDWDM PON 2200
Splicing/per splice 10
OLT installation 2000
ODF (for each OLT rack) 3500
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parameters for each PON technology. In our analysis we focus on the DS
transmission because it constitutes the most demanding scenario for the
multiple PON dimensioning. In the case of UDWDM PON, we set the
parameters based on the work reported by Rohde et al. [85], with few
variations in order to be more conservative. For instance, in Rohde’s proposal
a single OLT is able to service up to 1024 users with a bit rate of 1 Gb/s;
instead, we assume only up to 256 users per each OLT with the same bit rate
of 1 Gb/s.

Table 3.4: Network parameters for GPON, XGPON, NGPON2 and UDWDM
PON.

Parameter
PON Technology

GPON XGPON NGPON2 UDWDM PON

Max. link length [km] 40 40 40 100
Max. ODN loss [dB] 35 35 35 43
Users per OLT 64 64 64 256
Num. of wavelengths 1 1 4 256
DS bit rate per OLT [Gb/s] 2.5 10 40 256

Other general network parameters we use are:

� Type of OF: standard single mode fiber (SSMF) G652.

� Type or branching device: splitters.

� Attenuation in splitters with SR k = Ki,l: αi,l = 3.5 log2(k) dB [99].

� Maximum number of cascaded splitters: 2.

� Type of users: Residential and Business.

� Number of users in the covered region: 105.

� Reference bit rate (for normalization): BRref = 10 Gb/s.

In the case of the users’ Bit Rate (BR) demands, we consider up to
six scenarios where residential and corporate users increase the demand of
sustained BR from few tens of Mb/s up to many hundreds of Mb/s [1] and
even up to one or more Gb/s (in order to include a long-term scenario). Table
3.5 details the six scenarios of BR demands we employ in the analysis. In
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Table 3.5: Bit rate scenarios employed in the analysis.

Scenario
Intervals of demanded bit rate [Mb/s]
Residential users Corporate users

1 10 - 50 100 - 500
2 50 - 100 500 - 1000
3 100 - 400 1000 - 2500
4 100 - 1000 1000 - 10000
5 500 - 2500 2500 - 10000
6 1000 - 2500 5000 - 40000

each scenario we defined a BR interval for residential and for business users.
The first scenario is already typical today, the second is basically what the
European commission requires for supporting demands up to year 2020. The
following scenarios are longer term, even though they are not so futuristic in
some part or the world like Korea and Japan. As further explained later, for
each user we randomly generate the actual BR request, inside the specified
interval, using a uniformly distributed probability function. We interpret the
randomly generated BR as a minimum guaranteed BR that each user must
be given.



Chapter 4

Problem formulation

4.1 Introduction

The current chapter covers the description of the optimization problem formulation.
First we specify some required notations for variables and parameters, i.e.
the parametrization of the network components regarding its availability,
technical features and costs. In the case of the ODN components, we specify
the features of hardware componets, candidate sites and details of costs for
OF cables (feeder, distribution and indoor), splitters and street cabinets
(including their capacity). We also specify ODN’s installation related costs
and parameters like candidate paths for cables’ routing, trenching (including
the reinstatement) and ducting. Regarding the PON hardware we specify
costs and parameters for the specific features of OLT and ONU depending on
the PON technology under consideration. In the final section of the chapter,
we give detailed information of the optimization problem formulation based
on a cost-related objective function, to be minimized, and a set of restrictions
in order to keep the formulation within real-life parameters and render accuracy
to the model.

4.2 Notations and variables

Any city’s region where a multiple PON topology must be deployed can be
treated as a weighted connection graph. In this graph streets and street-
intersections constitute edges and points which can be used as routing paths
from the CO up to their respective PSC, and from PSC up to the SSC.

37
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Now, focussing in a subregion constituted by a single CO, which must be
connected to all its serviced users, the objective is to find a topology graph
that is optimal under the cost targets that we will describe in detail later in
this section.

In order to describe the optimization problem we first define some notations
for a set of required parameters, variables and constants.

� CO : The Central Offices’ set, CO = {COc}, with c ∈ {1, 2, . . . , C};
where C is the number of available central offices.

� Nc: The number of users serviced by central office c, in such a way that∑
Nc = N , where N is the total number of users in the region.

� O : The OLT set, with o ∈ {1, 2, . . . ,M}, where M is the number of
available OLT.

� U : The ONU set, with n ∈ {1, 2, . . . , N}, where N is the number of
ONU.

� W : The wavelengths set, with w ∈ {1, 2, . . . , L}; where L is the number
of available wavelengths in one OLT transmitter (per direction). For
instance L = 1 for GPON and XGPON, while it can be up to L = 256
for UDWDM PON.

� Li: The set of splitters available on cabinet placed at the site i. We
also define Si,l as the lth splitter, on the cabinet i, whose SR is given
by Ki,l = 2r, where r is a positive integer number.

� B: Is the set of candidate sites for location of SSC.

� V : Is the set of candidate sites for location of PSC.

� nmax: Is the maximum number of users per OLT.

� ODNloss: The maximum loss, in dB, allowed in the ODN.

Parameters related with PON capacity and users’ bit rate demands are
defined as follows.

� BRref : Reference bit rate (for normalization purposes).

� BRUS/λ: The total US bit rate capacity per each OLT wavelength.
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� BRDS/λ: The total DS bit rate capacity per each OLT wavelength.

� BRn
US: The US bit rate demanded byONU n ∈ Uc.

� BRn
DS: The DS bit rate demanded by ONU n ∈ Uc.

� ΓUS: The normalized total OLT’s US bit rate capacity, ΓUS = (L ·
BRUS/λ)/BRref .

� ΓDS: The normalized total OLT’s DS bit rate capacity, ΓDS = (L ·
BRDS/λ)/BRref .

� γnUS: Normalized US bit rate demanded by ONU n ∈ Uc, γ
n
US =

BRn
US/BRref .

� γnDS: Normalized DS bit rate demanded by ONU n ∈ Uc, γ
n
DS =

BRn
US/BRref .

Also, we employ sets of parameters regarding sites, physical paths and
costs. Let’s say that in the city’s region under study, ST is the set of streets,
including any physical path suitable for trenching (i.e. for routing the OF
cables) and BL is the set of buildings (i.e. any place where users demand
connectivity to the PON topology). In this context, the related parameters
are.

� I : Set of street’ (intersections) nodes and buildings’ nodes (vertices),
I ={i ∈ {ST,BL} / i=1,2,. . . ,T}; where T is the number of nodes in
streets and buildings.

� E : Set of edges E = {ei,j ∈ E / (i, j) ∈ I }.

� αco: is a binary constant that indicates if the OLT o is placed at the
central office c with a value of 1.

� di,j: The distance between two points (i, j) ∈ I. If the points are joined
by a single edge, it is the length of the edge. If not, di,j is the minimum
end to end distance calculated by an optimal routing algorithm through
several streets and intersections.

� Cf
OF : Cost, per unit length, of a feeder OF cable.

� Cd
OF : Cost, per unit length, of a distribution OF cable.
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� CT : Cost of trenching, per unit length.

� Cr
encl: Cost of a street cabinet enclosure with capacity for installing up

to r splitters.

� Ci,l: The cost of the the lth splitter on the cabinet placed at site i.

� Crck,η
OLT : The cost of an OLT rack with capacity for η users.

� Ccrd
OLT : The cost of an OLT line card (single OLT).

� CODF : The cost of an optical distribution frame (ODF).

� CONU : The cost of an ONU.

� Cc
lbr: The cost of labor (i.e. splicing, hardware installation) in a CO.

� αFO: The optical fiber attenuation per unit length.

� αi,l: The attenuation of the lth splitter placed in the cabinet i.

� αex: Other losses in the ODN.

In addition, the optimization model requires the definition of the following
binary variables.

xn,j =

{
1; if the ONU n is connected to the SSC located in site j

0; otherwise

xj,i =

{
1; if the SSC on site j is connected to the PSC in site i

0; otherwise

xi,o =

{
1; if a splitter in a PSC on site i is connected to the OLT o

0; otherwise

αi =

{
1; if the candidate site i ∈ {V ∪B} is active

0; otherwise

αo =

{
1; if OLT o is active

0; otherwise
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Si,l =

{
1; if the lth splitter on site i is active

0; otherwise

yj,ln =

{
1; if the ONU n connects to the lth splitter placed on site j

0; otherwise

yi,pj,l =


1; if the lth splitter located in a SSC placed at site j connects

to the pth splitter located in a PSC placed at site i

0; otherwise

zon =

{
1; if ONU n ∈ U is connected to OLT o

0; otherwise

4.3 Optimization problem formulation

The objective function of the optimization problem formulation aims to
minimize the total deployment cost of the multiple PON scenario. The
function covers the deployment costs in each one of the CO subregions. A
main consideration of the problem is the clustering of users among CO based
on combinatorial variation of users, i.e. users may be freely distributed
among the different CO in order to find the optimal distribution, which
constitutes the main advantage of solving the problem for the entire wide
region, instead of solving each CO subregion as an independent problem. As
further explained, in our heuristic approach we confront this combinatorial
problem as a random search moving buildings among CO, in a cost-optimization
sense, trying to keep approximately N/C users in each CO region, where C
is the number of available CO.
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The objective function is defined by Eq. 4.1.

min
∑
c∈CO

(
Cc
lbr + CT

(∑
o∈O

∑
i∈V

αcoxi,odi,o +
∑
i∈V

∑
j∈B

αcoxj,idj,i

)

+Cf
OF

∑
o∈O

∑
i∈V

αcoxi,odi,o

)
+ Cd

OF

(∑
i∈V

∑
j∈B

xj,idj,i +
∑
j∈B

∑
n∈U

xn,jdn,j

)
+
∑
i∈V ∪B

∑
l∈Li

Si,lCi,l +
∑
i∈V ∪B

Cr
enclαi +

N

η

(
Crck,η
OLT + CODF

)
+
∑
o∈O

Ccrd
OLTαo + CONUN

(4.1)

Eq. 4.1 is composed by a global sum operation of the cost for every
deployment-component, with respect to each CO. Inside the global sum, the
first component take into account costs of the labor related with OF and
hardware. Next, there are three components regarding the costs of trenching
and the cost of feeder and distribution OF cables. Following there are two
components for the costs of the cabinets’ enclosures and splitters for PSC
and SSC, respectively. The last three components of the function cover the
cost of PON hardware. The first and last three terms are actually fixed but
we include them in the objective function in order to provide a full evaluation
of the total deployment cost.

The constraints that ensure the ILP problem accomplish with the requirements
of the proposed optimal network planning, in a real scenario, are the following.

� The variable which defines the path from an OLT o and an ONU n is
evaluated as:

zon =
∑
i∈V

∑
j∈B

xn,jxj,ixi,o ∀n ∈ U,∀ o ∈ O (4.2)

� The sum of users connected to each c ∈ CO must be equal to the total
number of users in the region:∑

c∈CO

Nc = N ; (4.3)
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� The number of users connected to central office c ∈ CO is evaluated
as:

Nc =
∑
n∈U

∑
o∈O

αcoz
o
n; ∀ c ∈ CO (4.4)

� The number of users (ONU) per OLT must be at most nmax:∑
n∈U

zon ≤ nmaxαo; ∀ o ∈ O (4.5)

� The maximum bit rate demand per OLT must not be greater than its
US and DS capacity Γ:∑

n∈U

zonγ
n
US/DS ≤ ΓUS/DSαo; ∀ o ∈ O (4.6)

� An ONU must be connected to only one splitter, which is placed in an
enclosure at site j:∑

j∈B

xn,j = 1; ∀n ∈ U (4.7)

� A site where a SSC is located must connect to only one site with a PSC
if the SSC is active:∑

i∈V

xj,i = αj; ∀ j ∈ B (4.8)

� A site where a PSC is located must connect to a single OLT if the PSC
site is active:∑

o∈O

xi,o = αi; ∀ i ∈ V (4.9)

� The number of active splitters on site i must be less than the site
enclosure capacity:∑

l∈Li

si,l ≤ αiri; ∀ i ∈ {V ∪B} (4.10)
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� An ONU can connect to a splitter on site i if there is a physical
connection between the ONU and the site i:

yi,ln ≤ xn,i; ∀i ∈ {V ∪B},∀n ∈ U,∀l ∈ Li (4.11)

� A splitter on a SSC located on site j can only connect to a splitter on
a PSC located on site i if there is a physical connection between both
sites:

yi,lj,l ≤ xj,i; ∀i ∈ V, ∀p ∈ Li,∀j ∈ B, ∀l ∈ Lj (4.12)

� The number of ONU that can connect to the lth spliter on a SSC located
at site j can not exceed the spliter capacity if the splitter is active:∑

n∈U

yj,ln ≤ Kj,lSj,l; ∀j ∈ B, ∀l ∈ Lj (4.13)

� The number of ONU and the number of splitters located on any SSC
that directly connect to the pth spliter on a PSC located at site i can
not exceed the spliter capacity if the splitter is active:∑

n∈U

yi,pn +
∑
j∈B

∑
l∈Lj

yi,pj,l ≤ Ki,pSi,p; ∀i ∈ V, ∀p ∈ Li (4.14)

� The power losses in a link from an OLT up to an ONU must be lower
or equal than the PON’s allowed ODN loss.

αFO

(∑
j∈B

xn,jdn,j +
∑
i∈V

∑
j∈B

∑
o∈O

xn,jxi,oxj,idj,i +
∑
i∈V

∑
o∈O

xi,odi,o

)
+
∑
j∈B

∑
l∈Lj

yj,ln Sj,lαj,l +
∑
i∈V

∑
p∈Li

∑
j∈B

∑
l∈Lj

yj,ln y
i,p
j,lSi,pαi,p + αex

≤ ODNloss; ∀n ∈ U

(4.15)
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Heuristic approach

5.1 Introduction

The problem described by Eq. 4.1 and its correspondent constraint equations
constitute a Minimal-Steiner-Tree optimization problem, which is NP-hard
[37]. Then, in order to find a solution for a very large number of users we
propose an heuristic approach based on a primary function (PF) and a set
of secondary functions (SF). We have named it Optimal Topology Search
(OTS).

In this chapter we make a detailed explanation of the features of OTS
and its development process by means of numerical computing environment
MatLab�. We employed this developed algorithm in order to find feasible
nearly-optimal solutions to the complex optimization problem described in
the previous chapter, employing realistic city maps of large regions with many
users with very different bit rate demands.

In the following sections we describe the behavior and features of OTS
through a description of its main function (i.e the PF) and its secondary
functions (i.e. SF).

5.2 OTS primary function

The PF first loads the OSM data of the city (i.e. streets’ and buildings’
data) by means of a routine which calls the OSM’s XML data (i.e. the data
of the buildings’ and streets’ coordinates and its tags and attributes). Such
information may be used for drawing the profile of streets and buildings of

45
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the correspondent city region and of course it can be used for specific data
analysis and processing (as we do in this research work). Fig. 5.1 shows the
profiles of streets and building in a section of Turin, Italy.
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Figure 5.1: Illustration of buildings (brown) and streets (blue) profiles in a
zone of Turin, Italy. (a) With back map image; (b) Without back map image.
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Figure 5.2: Illustration of the intersection-nodes (green dots) found in the
streets of a section of Turin’s map.
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Next, PF finds the streets’ intersections and registers them in a data base
of streets and its correspondent “intersection-nodes”. OTS registers as an
intersection-node not only the point where two or more streets intersect to
each other but also, for further data processing purposes, it registers the
points where an street suddenly change its direction. In Fig. 5.2 it is
illustrated a set of intersection nodes and their correspondent index numbers
(as they are registered in the intersection-nodes’ database). One of the
extended databases OTS keeps regarding streets and intersection-node information,
is the data of the intersection-nodes contained in every street in the map
(along with the coordinates and street ID info), as illustrated in Fig. 5.3.

Figure 5.3: Illustration of the first 10 registers in the streets’ data base of
Turin’s map.

Following, PF asks for a set of central offices in the map. For this purpose
PF may call a data file of CO geographic locations and include this data in the
city’s database; or alternatively it may call a function for manually drawing
CO buildings in the map as illustrated in Fig 5.4 (a). OTS permit the drawing
of as many CO buildings as needed until the CO buildings drawing process is
finished, as illustrated in Fig 5.4 (b). In the CO drawing process, OTS asks
for selecting a point in a neighboring street of every drawn CO building (e.g.
the blue point near upper-left corner of the drawn CO1 building in section
(b) of Fig 5.4) which corresponds to the intersection-node employed by the
algorithm for referencing a CO in any further process, like for specifying the
CO’s location or for evaluating the OLT-ONU path search.
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(a)

(b)

Figure 5.4: Illustration of: (a) City map loading and initial message for
drawing a CO building on the map; (b) CO-buildings drawing process and
location of reference intersection-points in the proximity of the CO’s buildings
(blue point close to the upper left corner of CO1).
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Once the buildings, streets and CO data is loaded, and the intersection-
nodes have been calculated and registered, PF uses a uniformly distributed
random function which generates the users’ data (i.e. position and bit rate
demands). For doing this it first evaluates the geometrical skull of the
buildings’ coordinates in order to place users inside each building. The
number of users generated depends on the type, area, and levels of the
building (i.e. if its a house, residential building, corporate building, industrial
building, etc.). In the case a building is a single house it is placed a single
ONU on it (i.e. a single user), if it’s a residential building, the number of
users depends on the number of levels and the area of the building because of
the number of users per level is evaluated by means of dividing the floor-area
of the building by the reference area. The reference area may be changed
depending on the type and features of an apartment in a particular zone of
a given city in the world. Fig.5.5 shows a zone of Turin, Italy, where it has
been placed random users (illustrated as black points) in each building (e.g.
we have used a reference area of 100 m2 for a residential apartment in Turin).
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Figure 5.5: Illustration of the random users generation based on the type
and area of the buildings.

OTS automatically retrieves from the original OSM data, the type and
levels of the buildings. If such information is not present in the map’s data,
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it may be manually included or alternatively it is employed a routine for
randomly selecting the levels of a building from a pre-defined range. Such
range of building’s levels may be changed, by means of an initial variable, in
order to reflect the average number of levels of buildings in some region of a
given city. Fig. 5.6 shows the map of Turin around Politecnico di Torino -
POLITO (university). Notice in the figure that POLITO and the building in
the upper right section of POLITO’s building, which is the Liceo Scientifico
Statale Galileo Ferraris (high school), are treated as corporate users (i.e.
independently of the number of levels and area of the buildings, they are
assigned with a single corporate user). The other neighboring buildings,
which have a number of levels between 2 and 6, are residential buildings
housing many users on them.
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Figure 5.6: Illustration of random generation of corporate and residential
users.

Next, OTS clusters the region in a CO-basis (i.e. distributing the users
among the CO) starting from a Voronoi’s tessellation of the total region using
a k-means algorithm [13] for dividing the region in C zones, where C is the
number of central offices. With this procedure, the center of a CO subregion
is a geometrical center and do not necessarily corresponds to the location
of the CO building. Once OTS has completed the evaluation of an optimal
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topology for this first set of clusters (as further explained in the next section
of this chapter, such evaluation is accomplished by a set of SF), it changes the
clusters by means of moving buildings from one CO subregion to other based
on the variation of the region’s geometrical center towards the geographic
position of the correspondent CO building. Fig. 5.7 illustrates the fact that
as the cluster’s centers move towards the CO’s locations, the shape of the
CO’s sub-regions change (i.e. the sub-zones defined by the divisions drawn
through the dashed black lines in the map).

Therefore, PF recursively evaluates the total multiple PON topology cost
in each iteration comparing the new cost with the previous one and discarding
the higher-cost topology. This procedure of iteratively improving the optimal
topology cost, using adaptive memory, constitutes a Tabu-search heuristic
[40].

5.3 OTS secondary functions

The set of SF, called by the PF, perform the following tasks:

� allocate ssc: Identifies users in each building (i.e. if there is at least
one business or residential user demanding connection to the PON)
and assigns a SSC to the building selecting the closest corner of the
building with respect to the nearest street. Fig 5.8 shows a region
where allocate ssc function has placed the SSC in each building. Fig.
5.9 presents a detail of some buildings and their correspondent SSC to
street connections. Notice in that figure how the SSC in any building is
connected to the closest street-point (streets in the figure are remarked
in blue) by means of a perpendicular optical-connection-line (drawn in
red). We verify the connection from a buildings’ corner up to the closest
street is performed to an actual street instead of to a street’s projection.
Such verification is useful in the case a street changes its direction just
before arriving to a given building. Every street-point, where a SSC
connects to, is included in the intersection-nodes database. Therefore,
that intersection-node (i.e. the point where the SSC connects to the
closest street) constitutes a reference point for the respective Building.
Such intersection-node is later used for finding routes from the building
up to the closest PSC (the PSC placement in the neighboring streets
is performed by the function aggregate which is explained here in the
following lines).
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Figure 5.7: Change of CO sub-regions as the clusters’ centers move towards
the CO’s buildings. (a) Clusters’ centers far from the CO; (b) Clusters’
centers close to the CO’s buildings



Chap 5: Heuristic approach 53

7.663 7.664 7.665 7.666 7.667

Longitude (o)

45.061

45.0615

45.062

45.0625

45.063

45.0635

45.064

La
tit

ud
e 

(o
)

Streets and buildings map

  CO 1

Secondary Street Cabinet (SSC)
Optical Fiber (OF) 

Figure 5.8: Function allocate ssc: Placement of SSC on buildings and
connection with the closest street.

� clustr build: It is employed for clustering a CO subregion (among the
buildings and users of such subregion) in order to assign one PON to
every cluster (here each cluster correspond to a given set of buildings
and their correspondent users). Depending on the number of users
and the aggregated bit rate demands inside a building this function
dimensions the correspondent OLT and ONU hardware. The clustering
algorithm we employ is a Shared Nearest Neighbor (SNN) based clustering
algorithm [102], which permits a more efficient clustering than the
traditional k-means algorithm because of it can be tailored for clustering
buildings instead of single users. We use the SNN algorithm in such a
way that every building is treated as a entity with a distance based on
numerical and categorical attributes [45]. Specifically, the distance is
evaluated based on: i) the length from the building (using as reference
point its SSC) up to the closest PSC or CO and ii) the attributes,
which are defined by the number of users inside the building and
the normalized total amount of traffic demanded by the users in that
building. Every cluster is assigned to a single OLT and must not
overcome the upper limit of the following two attributes: maximum
number of users and maximum amount of traffic (DS or US) supported
by that OLT (i.e. the maximum number of users and the DS/US
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Figure 5.9: Function allocate ssc: Detail of some SSC to street connections.

capacity defined by a given PON technology).
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Figure 5.10: Function clustr build: Illustration of the users-building’s
clustering (every color correspond to a different OLT in the CO).
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Therefore, the algorithm looks for an approximation to the upper limit
of any of the attributes, and if a building can not be aggregated to
a given cluster (due to such aggregation will make that one or both
limits be surpassed) such building is aggregated to another neighboring
cluster. Fig.5.10 presents a zone of Turin with different clusters. Every
cluster (illustrated in the Fig.5.10 as a set of differentially colored users)
is serviced by a single assigned OLT (i.e. a single PON) in the CO.
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Figure 5.11: Function aggregate: PON aggregation by means of a Voronoi’s
partition (black dashed lines) and optimal location for PSC (red squares).

� aggregate: Performs PSC dimensioning and allocation by means of
PON aggregation (i.e. clustering PON this time in order to share PSC
and therefore optimize their costs of deployment). It starts from a
set of initial candidate sites for PSC location and performs again a
Voronoi’s partition for clustering PON. Next it employs a Tabu search
heuristic, which changes the PSC positions based on the closest single
move towards the CO given by the Delaunay’s triangulation of the
current PSC locations (i.e. moving towards the CO in a non arbitrary
way but following the closest Delaunay’s link). In a similar way than
PF, this function in every iteration chooses the best PSC locations
(from the overall topology cost point of view). The Voronoi’s partition



Chap 5: Heuristic approach 56

and the optimal locations for the PSC that services a given set of PON
(defined approximately by the Voronoi’s partition) can be appreciated
in Fig 5.11. The optimal location of a PSC is chosen from the candidate
sites that are in close proximity to the Voronois’ centers.

� OF feeder,OF distrb, share: These three functions evaluate the trenching,
duct sharing and searching of optimal routes for OF cables from CO
up to PSC and from PSC up to SSC, by means of the Dijkstra’s
algorithm. OF feeder employs a recursive search of optimal routes
starting from a first shortest path, and then modifying the metric of
the most concurrent routes (the more concurrent the lower the metric
becomes) and then running Dijkstra’s algorithm again for tailoring
the routes in order to share the paths for the feeder optical fibers
(i.e. aggregating optical fibers in the same optical cable and thus
optimizing the cost of trenching and fiber installation). In Fig.5.12
it can be seen an example of the recursive optimization performed
by the OF feeder function. OF distrb uses the Dijkstra’s algorithm
for finding optimal routes from a PSC up to the correspondent SSC
(notice that such correspondence was already defined by the clustering
of users in different single PON and by the PSC-PON correspondence
performed by the previously described clustr build and aggregate functions).
Finally share evaluate the routes in order to assign a single trenching
and duct path to any set of feeder optical fibers which share the same
route in the city’s streets (in order to evaluate only once the cost of the
shared trenching paths and ducts).

� evaluate cots: Evaluates the cost of the multiple PON deployment from
the results given by the previous functions. The cost of the OF cabling
from SSC up the users’ ONU inside every building is calculated based
on the average number of the levels in the building, for vertical-cabling
dimensioning, and on the average radius of the buildings’ geometrical
skull, for the horizontal-cabling dimensioning. This function provides
detailed specifications of costs (including the labor or installation cost),
for every CO and for the complete region’s global values. Specifically,
OTS gives costs for the following components of the multiple PON
deployment: PON hardware, trenching and ducts for feeder and distribution
optical cables, optical cables, cabinets and splitters.
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Figure 5.12: Function OF feeder: (a) Optimal CO-PSC routes (feeder OF)
given by an initial run of Dijkstra’s algorithm. (b) Definite optimal CO-
PSC routes found by the function by means of metric (cost) modification of
concurrent paths.
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The general operation of these functions is described in Algorithm 1.

Algorithm 1: Optimal Topology Search (OTS)

Data: Data = load data(City, Users, CO)
Result: Optimal Topology = OTS(Data)

1 begin
2 for i ∈ {Heuristic modifier counter} do
3 Datai = ith heuristic variation(Data)
4 Datac = cluster CO zones(Datai)
5 for c ∈ CO do
6 SSC = allocate ssc(Datac)

[OLT,ONU ] = clustr build(SSC,Datac)
PONhardw = {OLT,ONU}
PSC = aggregate(PONhardw, Datac) SC = {SSC, PSC}
OF feeder = Find pahts(PSC,Datac)
OF distrb = Find pahts(SSC,Datac)
ODN = {OF feeder,OF distrb, SC}
Trenching = share(ODN)
Topologyi = {ODN,PONhardw}

7 end
8 Ci = evaluate cost(Datac, T opologyi)
9 if Ci < Copt then

10 Optimal Topology = Topologyi
11 Cotp = Ci
12 end

13 end

14 end

5.4 General description of the results obtained

with OTS

OTS finds optimal low-cost solutions for multiple PON deployments using
real city maps. Provided that it is based on heuristic approaches it is not
certain that the solution is the most optimal solution but can be considered
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nearly-optimal. Depending on the time the user is committed to spend OTS
may perform lower-cost topology searches with a great level of accuracy
(depending on the parameters which permit to tailor the heuristic search
like the number of iterations and the size of the steps). As reference, the
time OTS spends for resolving a region with 105 users varies from few hours
(typically 1.5 hours) to some hours (an average of 6 hours) depending on the
iterations and steps employed to tailor the heuristic processes.

OTS can deliver data results and graphical results as following described:

� Building data:

– Building identifier (ID).

– ID of the CO sub-region the building belongs to.

– Type of the users in the building (business or residential).

– Coordinates of its structure (building’s location) including the
SSC.

– Attributes: number of users and bit rate demanded by them.

– ID of the PON and the CO which service the users in the building.

– ID of the CO to which its SSC is connected to.

– Route from the buildings’ SSC to the correspondent PSC or CO.

� PON data:

– PON ID.

– The number of users serviced by the PON and the sustained bit
rate demanded by them.

– Coordinates of the SSC the PON’s ODN connects to.

– The ID of the PSC employed in the PON’s ODN.

� PSC data:

– Type of the users in the building (business or residential).

– Coordinates of its structure and SSC location on it.

– Attributes: number of users and bit rate demanded by them.

– PON ID and CO ID which service the users in the building.

– PSC ID to which its SSC is connected to.

– Number of fibers in the feeder optical cables that arrive to the
PSC.
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� CO data:

– ID of the CO.

– Coordinates of its structure (CO location).

– Data of the buildings serviced by the CO.

– PSC employed by the CO (for feeder fiber routing).

– Data of the PON serviced by the CO.

– Costs of deployment of the sub-region serviced by the CO.

� Costs data:

– Cost of OLT hardware in CO.

– Cost of trenching and ducts for feeder and distribution optical
cables.

– Cost of optical cables (feeder, distribution and indoors).

– Cost of cabinets and splitters (PSC and SSC).

– Cost of ONU (business and residential).

– Total cost of the multiple PON deployment.

� Graphical results:

– City map (buildings and streets) with latitude and longitude coordinates.

– Location and index of the different CO in the map.

– CO sub-regions.

– Buildings and users location in their respective CO subregion.

– SSC location.

– PSC location.

– Feeder optical cables routes.

– Distribution optical cables routes.

– PON distribution in a region or subregion (differentially colored
users).

– Voronoi’s partition of the region among the different CO.

Fig.5.13 and Fig.5.14 show examples of the data results delivered for
PSC and PON. Every OTS data table provides detailed information of some
component of the deployment. For instance, the table illustrated in Fig.5.13
provides information of serviced buildings, total users, traffic demands, SSC
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and PSC for the first 28 PON in a region where OTS found a solution for
optimal deployment of GPON. In Fig.5.14 it can be seen information of PSC
ID and location (coordinates) PON whose feeder OF arrive to the PSC, route
CO-PSC, features of the feeder optical cable that arrive to the PSC.

Figure 5.13: Example of data for the first 28 PON in a CO subregion deployed
with GPON.
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Figure 5.14: Example of data for the first 27 PSC in a CO subregion deployed
with GPON.

In Table 5.1 it is also presented an example of information, provided by
OTS, relative to buildings belonging to a multiple PON deployment in an
CO subregion of Turin downtown. Notice in the table that the buildings’
locations are referenced by means of the coordinates of their correspondent
SSC. The type of building is referenced by 1=residential, 2=business.

Fig.5.15 presents the optimal topology deployment for a zone of Medelĺın
serviced by three CO buildings. Notice the subregions of each CO in that
region of Medelĺın are differentiated by means of using a different color when
drawing the profile of the correspondent buildings.
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Table 5.1: Information of the first ten buildings (from a total of 1073) in a
CO’s subregion in Turin.

Build. Type Levels Numb.of BR SSC coord PSC Assigned
ID users (Gb/s) [Long;Latd] ID PON

1 1 8 43 2.62 [7.6613;45.0617] 11 437,438
2 1 2 8 0.41 [7.6603;45.0607] 14 213
3 1 5 24 1.32 [7.6610;45.0604] 11 403
4 1 3 17 0.95 [7.6614;45.0611] 11 55
5 1 3 2 0.06 [7.6568;45.0652] 5 167,168
6 1 6 61 3.1 [7.6579;45.0650] 5 43,44,45
7 1 7 91 5.2 [7.6564;45.0572] 22 189
8 2 1 1 0.8 [7.6589;45.0645] 5 137
9 1 2 7 0.14 [7.6738;45.0575] 19 137
10 1 8 7 0.42 [7.6736;45.0572] 19 137
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Figure 5.15: Multiple PON deployment, for three CO, in a downtown zone
in Medelĺın.



Chapter 6

Results

6.1 Introduction

Current chapter contains detailed information of results given by OTS. We
carried out a series of multiple PON deployment simulations employing different
city maps information retrieved from OSM. In every simulation we assumed
a region with many users demanding high-bandwidth FTTH services.

We present three cases of optimal multiple PON deployment: first we
present the results obtained in Turin, with six different bit rate demands and
four PON technologies (GPON, XGPON, NGPON2 and UDWDM PON).
Then we present results of multiple PON deployment in Rome, with three
bit rate scenarios and three PON technologies (those used in Turin, excluding
UDWDM PON). Finally we present the result given by OTS for Quito.
Given the low feasibility of deploying next generation PON in Quito, and
the current low demand of high bandwidth access networks in this city, here
we simulated a more conservative multiple PON deployment with only two
PON technologies: GPON and XGPON, and two bit rate demand scenarios.

6.2 Case of study: Multiple PON deployment

in a downtown zone of Turin

In order to present a specific complete deployment scenario of costs, in this
section we describe the details of OTS simulation results in a down town
zone of Turin, Italy. Here we selected a region characterized by the presence

64
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of many residential buildings. Buildings in this zone may have from few up
to hundreds of apartments. We used a region of 15 km2 with nearly 6500
buildings and a total number of users in the order of 105.

The streets and buildings location that we used in OTS correspond to
the real data taken from the OSM database while we did some reasonable
assumptions to estimate the actual number of users per building (a data that
is not directly available in OSM, but that we statistically derive using such
information as the building footprint and number of floors). Moreover, we
assumed that the corporate users in Turin’s selected region is a 2% of the
total users.

With the purpose of guaranteeing uniformity and equity in the results,
we employed for every PON technology the same set of users, with their
corresponding bit rate demands, and the same CO locations in the region
chosen for performing the multiple PON deployment tests.

We ran OTS for every PON technology specified in Table 3.4, sweeping
the six bit rate demand scenarios detailed in Table 3.5. In each case OTS
found an optimal topology (as demonstrated in the previous section of this
chapter) according to the procedure described in chapter 5.

Fig. 6.1 shows a composite plot of a region in Turin with approximately
105 users. In the two insets, we show as an example the plot of the resulting
optimal topology solution found by OTS, for UDWDM PON and bit rate
scenario #4 (see later for more details on this). Notice that OTS is a street-
aware algorithm which finds, among other non-graphical results, the optimal
location of PSC, SSC and routes for feeder and distribution OF cables, along
through the city’s streets. For visibility purposes we have not included the
plot of links from SSC up to users inside each building. Zoom above shows the
edges of three different CO zones and the correspondent Delaunay’s partition.
Buildings in different zones are plotted with different color. Zoom below
shows a region with about 104 users which includes the plotting of the feeder
and distribution OF cables routing and the street cabinets locations.
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Figure 6.1: Multiple PON deployment for a region with 105 users and 5 CO
zones (central figure)

.
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Table 6.1: Costs of the multiple PON deployment for 105 users

Bit Rate Scenario
Cost (millon of USD)

GPON XGPON NGPON2 UDWDM PON

1 51.4 82.2 113.3 157.1
2 61.0 84.2 113.3 157.1
3 106.6 93.3 113.3 157.1
4 178.7 127.9 113.3 157.1
5 394.6 207.8 146.8 159.9
6 - 250.7 168.3 164.5

In a real-life case, users demand different bit rates depending on their
needs and preferences. For that reason we randomly assigned, by means of a
uniformly distributed random function, a different minimum guaranteed bit
rate for each user, residential or corporative, in the range of the correspondent
values of the bit rate scenario under consideration. Table 6.1 specifies the
total deployment cost of for GPON, XGPON, NGPON2 and UDWDM PON
in every bit rate scenario. An interesting value of the obtained results is
the cost of GPON for the bit rate scenario #1, which is approximately
the scenario that covers today’s typical bit rate demand for residential and
corporative users. Such value, 51.4 millon of USD for 105 users, corresponds
to a cost of about 514 USD per user (i.e 51.4 millon of USD divided by
105 users), which seems a reasonable result considering the typical cost
estimations of current operator’s real costs per user for GPON.

The results in Table 6.1 show that, for increasing bit rate demands
(i.e. going from Bit Rate Scenario #1 up to #6 in our formalization)
the deployment cost significantly ramps up above a given bit rate demand
”threshold”, whose position depends on each technology capacity. For instance
for GPON, the cost ramps up above scenario #2, that requires up to 100
Mbit/s sustained bit rate per user which, given the GPON 2.5 Gbps downstream
bit rates, requires to deploy PON having significantly less than 64 users.
Basically, this requirement leads to the necessity of deploying a larger number
of GPON for the same total number of users, thus significantly increasing
cost. As another example, for NGPON2, thanks to a much higher capacity,
the cost ramps up only above Bit Rate Scenario #4.

Fig. 6.2 shows a chart of costs for each PON technology deployment,
including a detail of the cost of hardware, trenching and ODN components,
for the six bit rate scenarios. It can be seen in the figure that when the
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guaranteed bit rate demand from users is relatively low, i.e. in the order
of some tens of Mb/s for residential users and some hundreds of Mb/s for
corporative users, like in the scenarios 1 and 2, the cost of GPON is the lowest
one in comparison with the cost of the other technologies. Instead, when the
bit rate demands from residential users is in the order of few hundreds of Mb/s
(scenario 3), XGPON becomes the best choice in front of the increased cost
of the deployment for GPON and the still more expensive cost of NGPON2
and UDWDM PON. However, as can be seen for the scenario 4, if the bit rate
demands of residential users are in the order of few hundreds of Mb/s up to 1
Gb/s and for corporate users in the order of 1 up to 10 Gb/s, then XGPON
becomes also a expensive solution in comparison with NGPON2. Under the
consideration we have made about of hardware prices for UDWDM PON,
which is about two times the price of NGPON2 hardware and about 4 times
the prices of XGPON hardware, in scenario 5 NGPON2 still constitutes a
better solution than UDWDM PON, and only in scenario 6 the deployment
of UDWDM PON has a similar cost to the deployment of NGPON2. Clearly,
Scenario 6, where residential users demand a bit rate of 1 or more Gb/s and
corporate users demand bit rates beyond 5 Gb/s, is a long term scenario but
it may anyway become interesting in the following years.
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Figure 6.2: Cost of multiple PON deployments for GPON, XGPON,
NGPON2 and UDWDM PON in the six bit-rate-demand scenarios specified
in Table 3.5.
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Analyzing our results, we see that the most important factor for the
increase of the total hardware cost is related to the CO hardware. To
better point out this result, we plot in Fig. 6.3 the costs of CO hardware
for each PON technology. Notice that, due to its capacity for servicing much
more users per OLT, the CO hardware for UDWDM PON is overall less
costly in a multiple deployment in comparison with the cost of the other
PON technologies. Moreover its price is constant in the first four bit rate
demand scenarios, and increases only in the fifth and the sixth scenario,
but its increase is much lower than the increase of costs for the other PON
technologies. These results confirm the fact that a key point for rendering
this technology commercially competitive is the reduction of the ONU cost.
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Figure 6.3: Costs of CO hardware for multiple PON deployment, five CO,
105 users.

Even though the cost of the ODN is mostly impacted for the high cost
of installation of the distribution optical fiber cables inside buildings (i.e.
from the SSC up to the users’ ONU), such price is almost constant for all
bit rate demands and for any PON technology and thus does not represent a
planning decision factor in the techno-economic analysis of PON technology
selection. In the other hand, the cost of the feeder fiber (i.e. from CO up to
PSC) and the distribution fiber up to every building (i.e. from PSC up to
SSC), present a behavior of constant increase from the point where a PON
technology have to service a bit rate demand which goes beyond its limits of
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capacity, as illustrated in Fig. 6.4. This result suggests that for region where
users are sparsely located (and thus have opposite characteristics compared to
the user distribution considered in this paper, which corresponds to a densely
populated urban area), the cost of the ODN might represent an important
decision factor in the PON technology selection.
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Figure 6.4: Costs of feeder OF plus PSC-SSC distribution OF in the region
of about 15km2 (Turin downtown), with 105 users.

As we have discussed in a previous Section, the hardware cost assumptions
made in this research work for GPON, XGPON UDWDM PON NGPON2
were obtained after interactions with system vendors, while the costs for
UDWDM PON were necessarily very approximated since this is only a ”research
level” technology, without any standard nor pre-production yet. We have
thus performed a further analysis where we take UDWDM PON hardware
costs as a variable parameter. Even though the selection of prices in this part
of our analysis assumes arbitrary values, we kept such prices of UDWDM
PON hardware in a feasible interval of possibilities by means of using as
reference the XGPON technology. We consider three cases: first, the case
when the UDWDM PON hardware is three times more expensive than the
XGPON hardware; second, when it is four times more expensive than the
XGPON (which correspond to the prices employed in the analysis previously
presented); and third, when it is five times more expensive than the XGPON
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Table 6.2: Costs of the multiple UDWDM PON deployment for three
scenarios of hardware prices.

Bit Rate Scenario
Cost (millon of USD) when UDWDM PON’s cost is:
3× (XGPON) 4× (XGPON) 5× (XGPON)

1 134.0 157.1 193.5
2 134.0 157.1 193.5
3 134.0 157.1 193.5
4 134.0 157.1 193.5
5 136.5 159.9 197.4
6 140.0 164.5 203.3

hardware. Table 6.2 presents the results given by OTS for these three
situations. It can be observed that the prices of the UDWDM PON deployment
is approximately the same for all bit rate scenarios. This is due to the fact
that the six bit rate demands scenarios are far from reaching the limits of
the performance for the UDWDM PON technology considered in our analysis
[85].

Fig. 6.5 plots the prices of Table 6.2 and the prices of XGPON and
NGPON2 in Table 6.1. It can be observed that, in the six bit rate scenarios
considered in the analysis, the cots of XGPON or NGPON2 deployment
increase with respect to the increase of the users’ bit rate demands. And,
given that the price of UDWDM PON keeps approximately constant, there is
a point where UDWDM PON deployment, in any of the three considerations
of hardware price, intersects with the curves of XGPON and NGPON2.
Such intersection represent the approximate scenarios where a UDWDM
PON solution constitutes a better option than the other PON technologies.
The intersection point between XGPON curve and the lower UDWDM PON
curve, in the near zone of bit-rate-demand scenario 4, suggests that if the
prices of a UDWDM PON technology can be kept in a range of up to 3 times
the prices of XGPON, UDWDM PON could be a better option in confront
with XGPON when the users’ bit rate demands reach an average value of
some hundreds of Mb/s for residential users, and some units of Gb/s for
business users. Instead, confronting UDWDM PON with NGPON2, results
observed in the figure suggest that only when demands from users reach or
goes beyond values like bit rates of scenario 5, the former could represent a
equal or better solution in comparison with the latter.
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Figure 6.5: Curves of multiple-PON-deployment cost vs bit-rate-demand
scenario for XGPON, NGPON2 and UDWDM PON, for 105 users.

6.3 Case of study: Multiple PON deployment

in a downtown zone of Rome

In this OTS case of study we’ve chosen a region of Rome of 25 km2 with about
2 × 105 users serviced by 8 central offices. OTS found optimal topologies
which implies optimal paths of OF cable routing and optimal PSC and SSC
locations, as shown in Fig. 6.6. Simulation in the selected area of Rome were
carried out based on the three different PON technologies: GPON, XGPON
and NGPON2. This time we employed a brief scenario of bit rate demands
as detailed in Table 6.3. Results show that if users’ demand some tens of
Mb/s, like in scenario #1, GPON constitute the best option. If the bit rate
increase to some hundreds of Mb/s per user (a medium term scenario #2),
XGPON constitutes the best techno-economic solution. In a longer term
scenario #3, where the bit rate demands are in the order of many hundreds
of Mb/s (scenario #3), NGPON2 is the best choice. Such results are detailed
in Fig. 6.7 and Table 6.4.
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Table 6.3: Bit rate scenarios for Rome’s simulations.

Scenario
Intervals of demanded bit rate [Mb/s]
Residential users Corporate users

1 10 - 100 100 - 1000
2 100 - 400 400 - 2500
3 100 - 1000 1000 - 10000

Table 6.4: Total deployment cost for 2× 105 users in Rome.

Scenario
COST (millon of USD)

GPON XGPON NGPON2

1 104.08 141.51 200.31
2 200.84 159.82 200.26
3 332.94 212.78 200.25
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Figure 6.6: Multiple PON deployment in a downtown zone in Rome.
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Figure 6.7: Costs of deployment for GPON, XGPON and NGPON2, for
2× 105 users, in the three bit rate scenarios specified in Table 6.3.

Fig. 6.8 present the curves of multiple PON deployment for GPON,
XGPON and NGPON2. It can be seen that in bit rate scenario #3, NGPON2
constitutes the best technology choice.
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Figure 6.8: Curves of total deployment cost vs bit rate demand scenario for
GPON, XGPON and NGPON2, 2× 105 users.

In Fig. 6.9 it is considered the cost only of the central offices’ PON
hardware for multiple PON deployment of the three PON technologies. Notice
how in the case of GPON, and in lower grade in the case of XGPON, the
CO hardware increases exponentially with the increase of the users’ bit rate
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demands. Instead, the cost of the NGPON2 CO’s hardware although it is
initially higher, it keeps constant in the three bit rate demand scenarios under
consideration.
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Figure 6.9: Costs of CO hardware for multiple PON deployment, eight CO,
2× 105 users.

6.4 Case of study: Multiple PON deployment

in a downtown zone of Quito

In the case of Quito, the density of potential users requiring FTTH is lower
than Turin and Rome. Therefore, in our simulations of multiple PON deployment
we use a region of 2 × 104 users, serviced by two CO. Users were randomly
generated in their type, geographic position and bit rate demand. Regarding
the type, we again assumed a percentage of corporative users in the order of
2% and residential users in the order of 98%, which also constitutes a real
life situation in Ecuador. In the case of the bit rate demands we covered
only two scenarios, detailed in Table 6.5: scenario 1 is not a current but a
short term bit rate demand scenario in Ecuador. Scenario 2 covers a longer
term scenario. In addition, in order to verify and compare results in real life
deployment scenarios for Ecuador, we have chosen two technologies which
are the most probable candidates for a future massive deployment of FTTH
in Quito: GPON and XGPON.

In Quito’s simulations OTS found optimal topologies, for the covered
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Table 6.5: Bit rate scenarios for Quito’s simulations.

Scenario
Intervals of demanded bit rate [Mb/s]
Residential users Corporate users

1 10 - 100 100 - 1000
2 100 - 400 400 - 2500

zone, including data and graphic information, like optical cable routes and
PSC/SSC optimal locations, as illustrated in Fig. 6.10.
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Fig. 2. Optimal topology in a region of Quito covered by a central office (CO 1) with about 104 users (right figure). In the zoom at the 
left  it  can be appreciated the detailed graphical results OTS delivers: Optimal routes for feeder and distribution OF cables, CO location
and optimal location of PSC and SSC (notice the SSC are placed in the buildings while the PSC are located in the neighboring streets). 

Table 4. Cost of the multiple PON deployment for the optimal topologies found by OTS

Type of 
PON 

BR 
scen. 

Number 
of users

Number 
of PON 

COST (millon of USD) 
CO 

hardware 
Trenching
and ducts 

Feeder 
OF cable

Distribution 
OF cable

Indors 
OF cable PSC SSC ONU TOTAL 

GPON 1 21522 522 2,72 2,96 0,36 1,40 2,23 0,43 1,385 2,15 13,6 

2 21522 2616 13,14 3,05 1,25 0,97 2,23 0,94 1,41 2,15 25,1 

XGPON 1 21522 382 2,79 3,10 0,34 1,27 2,58 0,52 1,39 7,87 19,86 
2 21522 620 4,64 3,04 0,35 1,55 2,58 0,41 1,40 7,87 21,84 

Table 5 presents a comparison of the per-user costs for GPON deployment given by OTS in three different cities: 
Quito, Turin and Rome. With the purpose of having the same base of reference costs we employed regions with
approximately the same number of users, two central offices, and the same costs of network components (even 
though the prices most probably would not be the same in different countries, we make the assumption of  equal 
prices only for comparison purposes). Notice the cost per-user are more expensive in Quito than in Rome and Turin 
due to the higher users’ density of those cities in Italy.

Fig. 3 presents a comparison of the multiple PON deployment costs for GPON and XGPON in the two bitrate 
scenarios under consideration. Notice the total cost of deployment, shown in section (a) of Fig.3, grows much faster 
in the case of GPON, in comparison with XGPON, as the demanded bit rate increases. The intersection of the two
curves suggest the point of bit rate demand where XGPON becomes a better techno-economics solution than GPON. 
In section (b) of Fig. 3 it can be appreciated that the cost of the CO hardware constitute a very sensitive parameter of 
increase of cost when the bit rate demand increases. Here also GPON costs grow much faster than XGPON. 

CO building
Residential/corporate building 
PSC 
SSC 
Feeder OF cable Distribution 
OF cable 

Figure 6.10: Optimal topology in a region of Quito covered by a central office
(CO 1) with about 104 users (right figure). In the zoom at the left, it can be
appreciated the detailed graphical results OTS delivers: Optimal routes for
feeder and distribution OF cables, CO location and optimal location of PSC
and SSC (notice in Quito’s map the SSC are also placed in the buildings
while the PSC are located in the neighboring streets).
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Table 6.6: Costs of PON deployment in a region of Quito with 21522 users.

Type BR # of COST (Millon of USD)
of PON scen. PON Hardw. Trenchig OF cables Cabinets TOTAL

GPON
1 522 4.87 2.96 3.99 1.82 13.6
2 2616 15.29 3.05 4.45 2.35 25.1

XGPON
1 382 10.66 3.10 4.19 1.91 19.9
2 630 12.61 3.04 4.48 1.81 21.9

Table 6.7: Per-user cost comparison for GPON.

Scenario
Cost (USD)

Quito Turin Rome

1 630 514 520
2 2270 1066 1004

Table 6.6 presents the costs given by the simulation results in the selected
area of Quito, in the two bit rate demand scenarios specified in Table 6.5.
It can be appreciated that if users’ demand some tens of Mb/s, like in
the sustained bit rate demand of the first scenario, GPON constitute the
best option in confront with XGPON. In fact the cost of the deployment in
scenario 1 for GPON results in a per-user cost of about 630 USD, which is
a very typical cost in real deployments of GPON in Ecuador. In the other
hand, as can also be seen in Table 4, if the sustained bit rate demand per
user increase to hundreds of Mb/s, like in second bit rate demand scenario,
XGPON constitutes the best solution.

Table 6.7 presents a comparison of the per-user costs for GPON deployment
given by OTS in the three different cities: Quito, Turin and Rome. With
the purpose of having the same base of reference costs we employed regions
with approximately the same number of users, two central offices, and the
same costs of network components (even though the prices most probably
would not be the same in different countries, we make the assumption of
equal prices only for comparison purposes). Notice the cost per-user is more
expensive in Quito than in Rome and Turin due to the higher users’ density
of those cities in Italy.
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Conclusions

� Current research work demonstrates the importance of using optimization
frameworks for contributing to render feasible the massive deployment
of FTTH services through PON. Specially, the next generation PON
technologies constitute a promising solution for long term ultra-high
bandwidth demands from residential and corporate users.

� The algorithm developed in this work, OTS, constitute a tool able to
optimally and confidently dimension a multiple PON deployment in
large regions. OTS is based on an effective set of heuristics employed
in order to evaluate real life scenarios for deployment of PON taking
into account real network parameters and constraints.

� Results obtained with OTS are very realistic (using as reference the
current costs of deployment reported by operator and vendors for GPON
and XGPON). Thus, we can state that OTS is accurate and versatile.
Such accurate results are obtained thanks to the street-aware solutions
OTS provides by means of making use of real city maps and very
realistic network deployment scenarios, including accurate data of costs.
The network components’ costs, which were obtained thanks to direct
interaction with operators and vendors, may be updated in the future in
order to tailor the results according to any change of prices in following
months or years.

� OTS is also effective because in a reasonable amount of time (few
hours) it is able to find solutions for large city maps with very large

78
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number of users, with different bit rate demands and for different PON
technologies.

� We have demonstrated that the use of a shared nearest neighbor algorithm
constitute an effective approach for clustering users in a wide region
with very large number of users in order to assign them to a set of
PON available in one or more central office buildings.

� The simulation analysis performed in this thesis have revealed that
UDWDM PON could be a promising technology for a future high bit
rate scenario but depending on the costs of its hardware. The scenario
that constitutes a point of interest for its deployment can be portrait
in a users’ bit-rate-demand basis. Our analysis suggest that if the price
of UDWDM PON hardware, specially the price of the ONU, is in the
range of three times the price of XGPON, then UDWDM PON could
be an interesting solution when users’ demands reach an average of
some hundreds of Mb/s for residential users and some units of Gb/s
for corporate users. Instead if UDWDM PON hardware is four times
or more in comparison with XGPON, then UDWDM PON could be a
good solution but in a longer term scenario.

� Results obtained in this research work also demonstrate that the cost
of the CO hardware, i.e. the OLT hardware, grows exponentially with
the increase of the sustained bit rate demands of the users. Therefore
GPON is a technology with much lower scalability, from the prospective
of the increase of bit rate demands. In that sense, UDWDM PON
offer the greatest scalability but, for the current and near future users’
bit rate demands, it would represent a too expensive investment for
network operators.

� From results we may confirm that the most feasible solution for the
close and mid term scenarios of demand growth of FTTH services
and high-bandwidth from users, is NGPON2. The reason is its high
bandwidth capability and potentially much lower prices of deployment
in comparison with UDWDM PON.
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10GPON 10 Gb/s Ethernet Passive Optical Network.

AWG arrayed waveguide grating.

BER bit error rate.

BLS broadband light source.

BR bit rate.

CAPEX Capital Expenditures.

CG column generation.

CO Central Office.

colorless wavelenth/frequency independent (tunable).

DBA Dynamic Bandwidth Assignment.

DFB Distributed Feedback Brag-reflector.

DS downstream.

DSP digital signal processing.

DWA Dynamic Wavelength Assignment.

DWDM Dense Wavelength Division Multiplexing.

EMST Euclidian minimum spanning tree.
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FTTH Fiber To The Home.

FWM Four-Wave Mixing.

GPON Gigabit-capable Passive Optical Network.

ID identifier (or index number).

ILP Integer Linear Program.

ITU International Telecommunications Union.

LO local oscillator.

LTE Long Term Evolution.

MA maximum admitance.

MILP Mixed Integer Linear Program.

NGPON2 Next-Generation Passive Optical Network - Version 2.

NP-hard Non Polinomial-Time Hard: A problem which can not be resolved
in nearly linear nor polynomial time.

ODF optical distribution frame.

ODN Optical Distribution Network.

OF optical fiber.

OLT Optical Line Terminal.

ONU Optical Network Unit.

OPEX Operational Expenditures.

OSM OpenStreetMaps.

OTS Optimal Topology Search.

PF primary function.
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PON Passive Optical Network.

PON Passive Optical Network.

PSC primary street cabinet.

QAM Quadrature Amplitude Modulation.

RSOA Reflective Semiconductor Optical Amplifier.

SF secondary function.

SNN Shared Nearest Neighbor clustering algorithm.

SR splitting ratio.

SSC secondary street cabinet.

SSMF standard single mode fiber.

TDM Time Division Multiplexing.

UDWDM Ultra Dense Wavelength Division Multiplexing.

US upstream.

WDM Wavelength Division Multiplexing.

XGPON 10-Gigabit-capable Passive Optical Network.

XML Extensible Markup Language: is a text-based format used to share
data on the World Wide Web.

XPM Cross Phase Modulation.
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Cano, and Josep Prat. 1.25 – 3.125Gb/s per user PON with



BIBLIOGRAPHY 87

RSOA as phase modulator for statistical wavelength ONU. Optics
Communications, 357:34–40, 2015.

[33] Marilet De Andrade, Massimo Tornatore, and Achille Pattavina.
Optimization Scheme for WDM-Based Transmission Technology
Selection in Future Passive Optical Networks. Journal of Optical
Communications and Networking, 5(9):1010–1019, 2013.

[34] Ze Dong, Hung-chang Chien, Jianjun Yu, Senior Member, Junwen
Zhang, Lin Cheng, and Gee-kung Chang. Very-High-Throughput
Coherent Ultradense WDM-PON Based on Nyquist-ISB Modulation.
27(7):763–766, 2015.

[35] António Eira, João Pedro, and João Pires. Optimized Design
of Multistage Passive Optical Networks. Journal of Optical
Communications and Networking, OSA Publishing, 4(5):402–411, 2012.

[36] Stanislas Francfort, C. Hervet, Matthieu Chardy, and F. Moulis.
Real life cable constraints in designing Passive Optical Network
architecture. In Federated Conference on Computer Science and
Information Systems (FedCSIS), volume 0, pages 337–339, Krakow,
2013. IEEE.

[37] M. R. Garey, R. L. Graham, and D. S. Johnson. The Complexity
of Computing Steiner Minimal Trees. SIAM Journal on Applied
Mathematics, 32(4):835–859, 1977.

[38] Elisabeth Gassner. The Steiner Forest Problem revisited. Journal of
Discrete Algorithms, 8(2):154–163, 2010.

[39] Roberto Gaudino and Invited Paper. Advantages of Coherent
Detection in Reflective PONs. In Optical Fiber Communication
Conference (OFC), pages 2–4, 2013.

[40] Fred Glover, Manuel Laguna, and Rafael Marti. Principles of tabu
search. Approximation Algorithms and Metaheuristics, 23:1–12, 2007.

[41] Luis Gouveia, Maria João Lopes, and Amaro de Sousa. Single PON
network design with unconstrained splitting stages. European Journal
of Operational Research, 240:361–371, jul 2014.



BIBLIOGRAPHY 88

[42] Jeff Griffith, Gabriel Robins, Jeffrey S. Salowe, and Tongtong Zhang.
Closing the gap: near-optimal steiner trees in polynomial time. IEEE
Transactions on Computer-Aided Design of Integrated Circuits and
Systems, 13(11):1351–1365, sep 1994.

[43] Klaus Grobe. Next-Generation Access/Backhaul based on ITU G. 989,
NG-PON2. In Photonic Networks; 15. ITG Symposium, pages 1–6,
2014.

[44] Rentao Gu, Xiaoxu Liu, Hui Li, and Lin Bai. Evolutional algorithm
based cascade long reach Passive Optical Networks planning. China
Communications, 10(4):59–69, apr 2013.

[45] Sudipto Guha, Rajeev Rastogi, and Kyuseok Shim. ROCK: A robust
clustering algorithm for categorical attributes. In Proceedings of the
15th International Conference on Data Engineering, pages 512–521,
Sydney, NSW, 1999. IEEE.

[46] E. Inga, G. Arevalo, and R. Hincapie. Optimal deployment of cellular
networks for Advanced Measurement Infrastructure in Smart Grid.
In IEEE Colombian Conference on Communications and Computing
(COLCOM), pages 1–6, Bogotá, 2014.
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